1. Critical Paper Reviews [300 points]

Please read the guidelines for reviewing papers and check the sample reviews. You may access them by simply clicking on the QR codes below or scanning them. We will give out extra credit that is worth 0.5% of your total grade for each good review.

Write an approximately one-page critical review for each of the following papers. A review with bullet point style is more appreciated. Try not to use very long sentences and paragraphs. Keep your writing and sentences simple. Make your points bullet by bullet, as much as possible.

2. Main Memory [150 points]

Answer the following questions for a machine that has a 4 GB DRAM main memory system and each row is refreshed every 64 ms.

(a) During standalone runs of two applications (A and B) on the machine, you observe that application A spends a significantly larger fraction of cycles stalling for memory than application B does while both applications have a similar number of memory requests. What might be the reasons for this?

A large number of application A’s memory requests might be causing row-buffer conflicts, whereas application B’s memory requests have better row-buffer locality. Hence, application A’s requests might take longer time to serve and it spends more time stalling for memory. **Note:** This question is open ended. There can be other correct solutions.

(b) Application A also consumes a much larger amount of memory energy than application B does. What might be the reasons for this?

A row-buffer conflict consumes more energy than a row-buffer hit. A row-buffer conflict requires a precharge, an activate and a read/write, whereas a row-buffer hit only requires a read/write. Hence, application A can consume more memory energy, if it observes higher number of row-buffer conflicts. **Note:** This question is open ended. There can be other correct solutions.

(c) When applications A and B run together on the machine, application A’s performance significantly degrades, while application B’s performance does not degrade as much. Why might this happen?

When the applications run together, they interfere with each other. Hence, both applications’ performance degrades when they run together. However, if a memory scheduler that favors row-buffer hits over row-buffer conflicts (like FR-FCFS) is used, it would favor application B’s requests over application A’s requests. Therefore, application A’s performance can degrade more. **Note:** This question is open ended. There can be other correct solutions.
(d) The designer decides to use a smarter policy to refresh the memory. A row is refreshed only if it has not been accessed in the past 64 ms. Do you think this is a good idea? Why or why not?

This can reduce refresh energy significantly if a large fraction of the rows in memory contain data and are accessed (within the 64 ms refresh window), as these rows do not have to be refreshed explicitly. However, if only a small number of rows contain data and only these rows are accessed, this policy will not provide much reduction in refresh energy as a large fraction of rows are still refreshed at the 64 ms rate.

One should consider the area, performance, and energy overheads of the required additional storage space to keep track of the row accesses.

**Note:** This question is open ended. There can be other correct solutions.

(e) When this new refresh policy is applied, the refresh energy consumption drops significantly during a run of application B. In contrast, during a run of application A, the refresh energy consumption reduces only slightly. Why might this happen?

This is possible. If application B has a large working set, it could access a large fraction of the memory rows (within the 64 ms refresh window) and hence these rows do not have to be refreshed explicitly. On the other hand, application A could have a much smaller working set and hence a large fraction of rows still have to be refreshed at the 64 ms rate.

**Note:** This question is open ended. There can be other correct solutions.
3. DRAM Refresh - Utilization [150 points]

A memory system has four channels, and each channel has two ranks of DRAM chips. Each memory channel is controlled by a separate memory controller. Each rank of DRAM contains eight banks. A bank contains 32K rows. Each row in one bank is 8KB. The minimum retention time among all DRAM rows in the system is 64 ms. In order to ensure that no data is lost, every DRAM row is refreshed once per 64 ms. Every DRAM row refresh is initiated by a command from the memory controller which occupies the command bus on the associated memory channel for 5 ns and the associated bank for 40 ns. Let us consider a 1.024 second span of time.

We define utilization (of a resource such as a bus or a memory bank) as the fraction of total time for which a resource is occupied by a refresh command.

For each calculation in this section, you may leave your answer in simplified form in terms of powers of 2 and powers of 10.

(a) How many refreshes are performed by the memory controllers during the 1.024 second period in total across all four memory channels?

2^23 refreshes per channel; 2^25 = 32M across 4 channels.

(b) What command bus utilization, across all memory channels, is directly caused by DRAM refreshes?

4.096% = (32M × 5ns/(4 × 1.024s))

(c) What data bus utilization, across all memory channels, is directly caused by DRAM refreshes?

0

(d) What bank utilization (on average across all banks) is directly caused by DRAM refreshes?

2.048% = (32K × 16 × 40ns/1.024s)

(e) The system designer wishes to reduce the overhead of DRAM refreshes in order to improve system performance and reduce the energy spent in DRAM. A key observation is that not all rows in the DRAM chips need to be refreshed every 64 ms. In fact, rows need to be refreshed only at the following intervals in this particular system:

<table>
<thead>
<tr>
<th>Required Refresh Rate</th>
<th>Number of Rows</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 ms</td>
<td>2^9</td>
</tr>
<tr>
<td>128 ms</td>
<td>2^9</td>
</tr>
<tr>
<td>256 ms</td>
<td>all other rows</td>
</tr>
</tbody>
</table>

Given this distribution, if all rows are refreshed only as frequently as required to maintain their data, how many refreshes are performed by the memory controllers during the 1.024 second period in total across all four memory channels?

(32k × 1) + (2^5 × (256/64) + 2^9 × (256/128)) row refreshes per 256ms. 
×4 for 1.024s.

What command bus utilization (as a fraction of total time) is caused by DRAM refreshes in this case?

1.0243% = 5e − 9 * (2^2 × 16 + 2^9 × 8 + (2^21 − 2^9 − 2^5) × 4)/(4 × 1.024)
(f) What DRAM data bus utilization is caused by DRAM refreshes in this case?

0%

(g) What bank utilization (on average across all banks) is caused by DRAM refreshes in this case?

\[ 0.5121\% = 40e - 9 \times (2^5 \times 16 + 2^9 \times 8 + (2^{21} - 2^9 - 2^5) \times 4)/(64 \times 1.024) \]

(h) The system designer wants to achieve this reduction in refresh overhead by refreshing rows less frequently when they need less frequent refreshes. In order to implement this improvement, the system needs to track every row’s required refresh rate. What is the minimum number of bits of storage required to track this information?

4 Mbit (2 bits per row)

(i) Assume that the system designer implements an approximate mechanism to reduce refresh rate using Bloom filters, as we discussed in class. One Bloom filter is used to represent the set of all rows which require a 64 ms refresh rate, and another Bloom filter is used to track rows which require a 128 ms refresh rate. The system designer modifies the memory controller’s refresh logic so that on every potential refresh of a row (every 64 ms), it probes both Bloom filters. If either of the Bloom filter probes results in a “hit” for the row address, and if the row has not been refreshed in the most recent length of time for the refresh rate associated with that Bloom filter, then the row is refreshed. (If a row address hits in both Bloom filters, the more frequent refresh rate wins.) Any row that does not hit in either Bloom filter is refreshed at the default rate of once per 256 ms.

The false-positive rates for the two Bloom filters are as follows:

<table>
<thead>
<tr>
<th>Refresh Rate Bin</th>
<th>False Positive Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 ms</td>
<td>(2^{-20})</td>
</tr>
<tr>
<td>128 ms</td>
<td>(2^{-8})</td>
</tr>
</tbody>
</table>

The distribution of required row refresh rates specified in part (e) still applies.

How many refreshes are performed by the memory controllers during the 1.024 second period in total across all four memory channels?

false positives: 8192 + 2 (8194)

What command bus utilization results from this refresh scheme?

\[ 5e - 9 \times ((2^5 + 2) \times 16 + (2^9 + 2^{13}) \times 8 + (2^{21} - 2^9 - 2^5 - 2 - 2^{13}) \times 4)/(4 \times 1.024) \]

What data bus utilization results from this refresh scheme?

0%

What bank utilization (on average across all banks) results from this refresh scheme?

\[ 0.5141\% = 40e - 9 \times ((2^5 + 2) \times 16 + (2^9 + 2^{13}) \times 8 + (2^{21} - 2^9 - 2^5 - 2 - 2^{13}) \times 4)/(64 \times 1.024) \]
4. DRAM Refresh - Energy [150 points]

A new supercomputer has a DRAM-based memory system with the following configuration:
- The total capacity is 1 ExaByte (EB).
- The DRAM row size is 8 KiloByte (KB).
- The minimum retention time among all DRAM rows in the system is 64 ms. In order to ensure that no data is lost, every DRAM row is refreshed once every 64 ms. (Note: For each calculation in this question, you may leave your answer in simplified form in terms of powers of 2 and powers of 10.)

(a) How many DRAM rows does the memory system have?

\[
\text{Capacity} = 2^{60} \text{ and row size} = 2^{13}, \text{ so there are } 2^{47} \text{ rows.}
\]

(b) According to the specs of this hypothetical DRAM device, the memory controller should issue a refresh command (REF) at every 7.8us. How many rows is refreshed when a REF command is issued?

Because each row needs to be refreshed every 64ms, all rows need to be refreshed within 64ms. As the DRAM device receives only \(64\text{ms}/7.8\text{us} = 8205\) REF commands in a window of 64ms, each REF command should refresh \(2^{47}/8205\) rows.

(c) What is the power consumption of DRAM refresh? (Hint: you will need to figure out how much current the DRAM device draws during refresh operations. You can find useful information in the technical note by Micron.\(^1\) Use the current (IDD) numbers specified in Micron’s datasheet.\(^2\) Clearly state all the assumptions and show how you derive the power numbers. You are welcome to use other datasheets as well. Make sure you specify how you obtain the power numbers and show your calculations and thought process.)

Let \(P_{\text{refresh}}\) be the power consumption of the DRAM device while performing only refresh operations. To find that number, we can use \(P_{\text{refresh}} = IDD5B \times V_{DD}\), where \(IDD5B\) is the average current consumption while the DRAM device is being continuously refreshed. Both \(IDD5B\) and \(V_{DD}\) can be found in the datasheet. There are many different \(IDD5B\) parameters to pick from in the datasheet depending on the types of DRAM we are assuming. If we assume DDR3-1066 with \(IDD5B = 160mA\) (as can be seen in Table 19 in the datasheet), \(P_{\text{refresh}} = 160mA \times 1.5V = 240mW\).

(d) What is the total energy consumption of DRAM refresh during a refresh cycle? And during a day?

\[
\text{Energy} = \text{Power} \times \text{Time}. \text{ Power is } P_{\text{refresh}} \text{ from part (c).}
\]

If Time is 64ms (i.e., a refresh cycle), Energy is \(E = 240mW \times 64ms = 1.54 \times 10^{-2}J\).

If Time is a day (i.e., \(T = 24\text{hrs} \times 60\text{mins} \times 60\text{secs}\)), Energy is \(E = 2.07 \times 10^4J\).

---

1. Micron, "TN-47-04: Calculating Memory System Power for DDR2 Introduction"
2. Micron, "1Gb: x4, x8, x16 DDR3 SDRAM Features"
5. VRL: Variable Refresh Latency [150 points]

In this question, you are asked to evaluate Variable Refresh Latency, which is based on two key observations:

- First, a cell’s charge reaches 95% of the maximum charge level in 60% of the nominal latency value during a refresh operation. In other words, the last 40% of the refresh latency is spent to increase the charge of a cell from 95% to 100%.
- Second, a 100% charged cell reliably operates even after several 95% charge restorations, but it needs to be fully charged again after a finite number of 95% charge restorations. This finite number varies from cell to cell.

Based on these observations, the paper defines two types of refresh operations: (1) full refresh and (2) partial refresh. Full refresh uses the nominal latency and restores the cell charge to 100%, while the latency of partial refresh is only 60% of the nominal value and it restores 95% of the initial charge level. The key idea of the paper is to apply a full refresh operation only when necessary and use partial refresh operations at all other times.

(a) Consider a case in which:
- Each row must be refreshed every 64 ms (i.e., the refresh interval is 64 ms).
- Row refresh commands are evenly distributed across the refresh interval. In other words, all rows are refreshed exactly once in any given 64 ms time window.
- You are given the following plot, which shows the distribution of the maximum number of partial refreshes across all rows of a particular bank.
- We define T as the time that a bank is busy serving the refresh requests in a window of 64 ms. if all rows are always fully refreshed (baseline).

How much time does it take (in terms of T) for a bank to refresh all rows within a refresh interval after applying Variable Refresh Latency?

Full refresh latency = T, partial refresh latency = 0.6T.

10% of the rows are fully refreshed at every other interval:
\[0.1 \times (0.5 \times 0.6T + 0.5 \times T)\]
60% of the rows are fully refreshed after every three partial refresh:
\[0.6 \times (0.75 \times 0.6T + 0.25 \times T)\]
30% of the rows are fully refreshed after every seven partial refresh:
\[0.3 \times (0.875 \times 0.6T + 0.125 \times T)\]

Then, new refresh latency of a bank would be 0.695T.

---

(b) You find out that you can relax the refresh interval of the baseline before applying Variable Refresh Latency as follows:

- 90% of the rows are refreshed at every 128ms; 10% of the rows are refreshed at every 64ms.
- Refresh commands are evenly distributed in time.
- All rows are always fully refreshed.
- A row’s refresh operation costs \( 0.2/N \) ms., where \( N \) is the number of rows in a bank.

We define *refresh overhead* as the fraction of time that a bank is busy, serving the refresh requests over a very large period of time. Calculate the refresh overhead for the baseline with the relaxed refresh interval.

At every 128ms:

10% of the rows are refreshed twice, 90% of the rows are refreshed once.

Total time spent for refresh in a 128 ms. interval is \( (0.9N + 2 \times 0.1N) \times 0.2/N = 0.22ms. \)

Then refresh overhead is \( 0.22 / 128 \)
(c) Consider a case where:
- 90% of the rows are refreshed at every 128ms; 10% of the rows are refreshed at every 64ms.
- Refresh commands are evenly distributed in time.
- You are given the following plot, which shows the distribution of the maximum number of partial refreshes across all rows of a particular bank.
- Fully refreshing a row costs $0.2/N$ ms., where N is the number of rows in a bank.
- Refresh overhead is defined as the fraction of time that a bank is busy, serving the refresh requests over a very large period of time.

Calculate the refresh overhead and compare it against the baseline configuration (the previous question). How much reduction do you see in the performance overhead of refreshes?

Full refresh of a row costs $0.2/N$ ms. Then, partial refresh of a row costs $0.12/N$ ms.

At every $4 \times 128$ ms:
- 20% of the rows are refreshed for 4 times: 4 times fully refreshed and 0 times partially refreshed.
- 10% of the rows are refreshed for 8 times: 4 times fully refreshed and 4 times partially refreshed.
- 65% of the rows are refreshed for 4 times: 2 times fully refreshed and 2 times partially refreshed.
- 5% of the rows are refreshed for 4 times: 1 time fully refreshed and 3 times partially refreshed.

Total time spent for refresh is:
\[
= \left(0.2N \times 4 + 0.1N \times 4 + 0.65N \times 2 + 0.05N \times 1 \right) \times 0.2/N \\
+ \left(0.2N \times 0 + 0.1N \times 4 + 0.65N \times 2 + 0.05N \times 3 \right) \times 0.12/N \\
= \left(0.8 + 4.1 + 1.3 + 0.05 \right) \times 0.2 + \left(0.4 + 1.3 + 0.15 \right) \times 0.12 \\
= 2.55 \times 0.2 + 1.85 \times 0.12 \\
= 0.51 + 0.222 = 0.732 \text{ ms.} \\
\]
Then, refresh overhead is $0.732/(4 \times 128)$
So, the reduction is $1 - \left( \frac{0.732}{4 \times 128} \right) / \frac{0.22}{128} \approx 16.8\%.$