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Sub-Agenda: In-Memory Computation

n Major Trends Affecting Main Memory
n The Need for Intelligent Memory Controllers

q Bottom Up: Push from Circuits and Devices
q Top Down: Pull from Systems and Applications 

n Processing in Memory: Two Directions
q Minimally Changing Memory Chips
q Exploiting 3D-Stacked Memory

n How to Enable Adoption of Processing in Memory
n Conclusion
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Three Key Systems Trends

1. Data access is a major bottleneck
q Applications are increasingly data hungry

2. Energy consumption is a key limiter

3. Data movement energy dominates compute
q Especially true for off-chip to on-chip movement
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Observation and Opportunity

n High latency and high energy caused by data movement
q Long, energy-hungry interconnects
q Energy-hungry electrical interfaces
q Movement of large amounts of data

n Opportunity: Minimize data movement by performing 
computation directly (near) where the data resides
q Processing in memory (PIM)
q In-memory computation/processing
q Near-data processing (NDP)
q General concept applicable to any data storage & movement 

unit (caches, SSDs, main memory, network, controllers)
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Four Key Issues in Future Platforms

n Fundamentally Secure/Reliable/Safe Architectures

n Fundamentally Energy-Efficient Architectures
q Memory-centric (Data-centric) Architectures

n Fundamentally Low-Latency Architectures

n Architectures for Genomics, Medicine, Health
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Maslow’s (Human) Hierarchy of Needs, Revisited
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Maslow, “A Theory of Human Motivation,” 
Psychological Review, 1943. 

Everlasting energy

Source: https://www.simplypsychology.org/maslow.html

Maslow, “A Theory of Human Motivation,” 
Psychological Review, 1943. 

Maslow, “Motivation and Personality,”
Book, 1954-1970.



Do We Want This?

7Source: V. Milutinovic



Or This?

8Source: V. Milutinovic



Challenge and Opportunity for Future

High Performance,
Energy Efficient,

Sustainable
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The Problem

Data access is the major performance and energy bottleneck

Our current
design principles 

cause great energy waste
(and great performance loss)
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The Problem

Processing of data 
is performed 

far away from the data
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A Computing System
n Three key components
n Computation 
n Communication
n Storage/memory
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Burks, Goldstein, von Neumann, “Preliminary discussion of the
logical design of an electronic computing instrument,” 1946.

Image source: https://lbsitbytes2010.wordpress.com/2013/03/29/john-von-neumann-roll-no-15/



A Computing System
n Three key components
n Computation 
n Communication
n Storage/memory

13

Burks, Goldstein, von Neumann, “Preliminary discussion of the
logical design of an electronic computing instrument,” 1946.

Image source: https://lbsitbytes2010.wordpress.com/2013/03/29/john-von-neumann-roll-no-15/



Today’s Computing Systems
n Are overwhelmingly processor centric
n All data processed in the processor à at great system cost
n Processor is heavily optimized and is considered the master
n Data storage units are dumb and are largely unoptimized

(except for some that are on the processor die)
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Yet …
n “It’s the Memory, Stupid!” (Richard Sites, MPR, 1996)

Mutlu+, “Runahead Execution: An Alternative to Very Large Instruction Windows for Out-of-Order Processors,” HPCA 2003.



The Performance Perspective

n Onur Mutlu, Jared Stark, Chris Wilkerson, and Yale N. Patt,
"Runahead Execution: An Alternative to Very Large Instruction 
Windows for Out-of-order Processors"
Proceedings of the 9th International Symposium on High-Performance 
Computer Architecture (HPCA), pages 129-140, Anaheim, CA, February 
2003. Slides (pdf)
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https://people.inf.ethz.ch/omutlu/pub/mutlu_hpca03.pdf
http://www.cs.arizona.edu/hpca9/
https://people.inf.ethz.ch/omutlu/pub/mutlu_hpca03_talk.pdf


The Performance Perspective (Today)
n All of Google’s Data Center Workloads (2015): 

17Kanev+, “Profiling a Warehouse-Scale Computer,” ISCA 2015.



The Performance Perspective (Today)
n All of Google’s Data Center Workloads (2015): 

18Kanev+, “Profiling a Warehouse-Scale Computer,” ISCA 2015.



Perils of Processor-Centric Design
n Grossly-imbalanced systems

q Processing done only in one place
q Everything else just stores and moves data: data moves a lot
à Energy inefficient 
à Low performance
à Complex

n Overly complex and bloated processor (and accelerators)
q To tolerate data access from memory
q Complex hierarchies and mechanisms 
à Energy inefficient 
à Low performance
à Complex
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Perils of Processor-Centric Design
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Most of the system is dedicated to storing and moving data 



The Energy Perspective

21

Dally, HiPEAC 2015



Data Movement vs. Computation Energy

22

Dally, HiPEAC 2015

A memory access consumes ~100-1000X 
the energy of a complex addition 



Data Movement vs. Computation Energy
n Data movement is a major system energy bottleneck

q Comprises 41% of mobile system energy during web browsing [2]
q Costs ~115 times as much energy as an ADD operation [1, 2]
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[1]: Reducing data Movement Energy via Online Data Clustering and Encoding (MICRO’16)
[2]: Quantifying the energy cost of data movement for emerging smart phone workloads on mobile platforms (IISWC’14)



Energy Waste in Mobile Devices
n Amirali Boroumand, Saugata Ghose, Youngsok Kim, Rachata Ausavarungnirun, Eric Shiu, Rahul 

Thakur, Daehyun Kim, Aki Kuusela, Allan Knies, Parthasarathy Ranganathan, and Onur Mutlu,
"Google Workloads for Consumer Devices: Mitigating Data Movement Bottlenecks"
Proceedings of the 23rd International Conference on Architectural Support for Programming 
Languages and Operating Systems (ASPLOS), Williamsburg, VA, USA, March 2018.
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62.7% of the total system energy 
is spent on data movement

https://people.inf.ethz.ch/omutlu/pub/Google-consumer-workloads-data-movement-and-PIM_asplos18.pdf
https://www.asplos2018.org/


We Do Not Want to Move Data!
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Dally, HiPEAC 2015

A memory access consumes ~100-1000X 
the energy of a complex addition 



We Need A Paradigm Shift To …

n Enable computation with minimal data movement

n Compute where it makes sense (where data resides)

n Make computing architectures more data-centric
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Goal: Processing Inside Memory

n Many questions … How do we design the:
q compute-capable memory & controllers?
q processor chip and in-memory units?
q software and hardware interfaces?
q system software, compilers, languages?
q algorithms and theoretical foundations?

Cache

Processor
Core

Interconnect

Memory
Database

Graphs

Media 
Query

Results

Micro-architecture
SW/HW Interface

Program/Language
Algorithm
Problem

Logic
Devices

System Software

Electrons



Why In-Memory Computation Today?

n Push from Technology
q DRAM Scaling at jeopardy 
à Controllers close to DRAM
à Industry open to new memory architectures

n Pull from Systems and Applications
q Data access is a major system and application bottleneck
q Systems are energy limited
q Data movement much more energy-hungry than computation
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Dally, HiPEAC 2015



We Need to Think Differently 
from the Past Approaches
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Sub-Agenda: In-Memory Computation

n Major Trends Affecting Main Memory
n The Need for Intelligent Memory Controllers

q Bottom Up: Push from Circuits and Devices
q Top Down: Pull from Systems and Applications 

n Processing in Memory: Two Directions
q Minimally Changing Memory Chips
q Exploiting 3D-Stacked Memory

n How to Enable Adoption of Processing in Memory
n Conclusion
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Processing in Memory:
Two Approaches

1. Minimally changing memory chips
2. Exploiting 3D-stacked memory
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Approach 1: Minimally Changing DRAM
n DRAM has great capability to perform bulk data movement and 

computation internally with small changes
q Can exploit internal connectivity to move data
q Can exploit analog computation capability
q …

n Examples: RowClone, In-DRAM AND/OR, Gather/Scatter DRAM
q RowClone: Fast and Efficient In-DRAM Copy and Initialization of Bulk Data

(Seshadri et al., MICRO 2013)
q Fast Bulk Bitwise AND and OR in DRAM (Seshadri et al., IEEE CAL 2015)
q Gather-Scatter DRAM: In-DRAM Address Translation to Improve the Spatial 

Locality of Non-unit Strided Accesses (Seshadri et al., MICRO 2015)
q "Ambit: In-Memory Accelerator for Bulk Bitwise Operations Using Commodity 

DRAM Technology” (Seshadri et al., MICRO 2017)
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http://users.ece.cmu.edu/~omutlu/pub/rowclone_micro13.pdf
http://users.ece.cmu.edu/~omutlu/pub/in-DRAM-bulk-AND-OR-ieee_cal15.pdf
https://users.ece.cmu.edu/~omutlu/pub/GSDRAM-gather-scatter-dram_micro15.pdf
https://people.inf.ethz.ch/omutlu/pub/ambit-bulk-bitwise-dram_micro17.pdf


Starting Simple: Data Copy and Initialization

Bulk Data 
Copy

Bulk Data 
Initialization

src dst

dstval
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Starting Simple: Data Copy and Initialization
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Forking

00000
00000
00000

Zero initialization
(e.g., security)

VM Cloning
Deduplication

Checkpointing

Page Migration
Many more

memmove & memcpy: 5% cycles in Google’s datacenter [Kanev+ ISCA’15]



Today’s Systems: Bulk Data Copy

Memory

MCL3L2L1CPU

1) High latency

2) High bandwidth utilization

3) Cache pollution

4) Unwanted data movement

361046ns, 3.6uJ    (for 4KB page copy via DMA)



Future Systems: In-Memory Copy

Memory

MCL3L2L1CPU

1) Low latency

2) Low bandwidth utilization

3) No cache pollution

4) No unwanted data movement

371046ns, 3.6uJ à 90ns, 0.04uJ



RowClone: In-DRAM Row Copy

Row Buffer (4 Kbytes)

Data Bus

8 bits

DRAM subarray

4 Kbytes

Step 1: Activate row A

Transfer 
row

Step 2: Activate row B

Transfer
row

Negligible HW cost
Idea: Two consecutive ACTivates

11.6X latency reduction, 74X energy reduction 



RowClone: Intra-Subarray

VDD/2

VDD/2

0
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RowClone: Intra-Subarray (II)

r c r o ws

s t o wd r

Row Buffer

r c r o ws

s r c r o w

1. Activate src row (copy data from src to row buffer)

2. Activate dst row (disconnect src from row buffer, 
connect dst – copy data from row buffer to dst)



RowClone: Inter-Bank
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Overlap the latency of the read and the write
1.9X latency reduction, 3.2X energy reduction 
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Generalized RowClone 0.01% area cost



RowClone: Fast Row Initialization

0 0 0 0 0 0 0 0 0 0 0 0

Fix a row at Zero
(0.5% loss in capacity)
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RowClone: Bulk Initialization

n Initialization with arbitrary data
q Initialize one row
q Copy the data to other rows

n Zero initialization (most common)
q Reserve a row in each subarray (always zero)
q Copy data from reserved row (FPM mode)
q 6.0X lower latency, 41.5X lower DRAM energy
q 0.2% loss in capacity
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RowClone: Latency & Energy Benefits
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Copy and Initialization in Workloads
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RowClone: Application Performance

47

0

10

20

30

40

50

60

70

80

bootup compile forkbench mcached mysql shell

%
 C

om
pa

re
d 

to
 B

as
el

in
e IPC Improvement Energy Reduction



End-to-End System Design
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DRAM (RowClone)

Microarchitecture

ISA

Operating System

Application
How to communicate 
occurrences of bulk 
copy/initialization across 
layers?

How to maximize latency and 
energy savings?

How to ensure cache 
coherence?

How to handle data reuse?



RowClone: Latency and Energy Savings
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Seshadri et al., “RowClone: Fast and Efficient In-DRAM Copy and 
Initialization of Bulk Data,” MICRO 2013.



More on RowClone
n Vivek Seshadri, Yoongu Kim, Chris Fallin, Donghyuk Lee, Rachata

Ausavarungnirun, Gennady Pekhimenko, Yixin Luo, Onur Mutlu, Michael A. 
Kozuch, Phillip B. Gibbons, and Todd C. Mowry,
"RowClone: Fast and Energy-Efficient In-DRAM Bulk Data Copy and 
Initialization"
Proceedings of the 46th International Symposium on Microarchitecture
(MICRO), Davis, CA, December 2013. [Slides (pptx) (pdf)] [Lightning Session 
Slides (pptx) (pdf)] [Poster (pptx) (pdf)] 
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http://users.ece.cmu.edu/~omutlu/pub/rowclone_micro13.pdf
http://www.microarch.org/micro46/
http://users.ece.cmu.edu/~omutlu/pub/rowclone_seshadri_micro13-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/rowclone_seshadri_micro13-talk.pdf
http://users.ece.cmu.edu/~omutlu/pub/rowclone_seshadri_micro13_lightning-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/rowclone_seshadri_micro13_lightning-talk.pdf
http://users.ece.cmu.edu/~omutlu/pub/rowclone_seshadri_micro13-poster.pptx
http://users.ece.cmu.edu/~omutlu/pub/rowclone_seshadri_micro13-poster.pdf


Memory as an Accelerator

CPU
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Memory similar to a “conventional” accelerator



In-Memory Bulk Bitwise Operations
n We can support in-DRAM COPY, ZERO, AND, OR, NOT, MAJ
n At low cost
n Using analog computation capability of DRAM

q Idea: activating multiple rows performs computation
n 30-60X performance and energy improvement

q Seshadri+, “Ambit: In-Memory Accelerator for Bulk Bitwise Operations 
Using Commodity DRAM Technology,” MICRO 2017.

n New memory technologies enable even more opportunities
q Memristors, resistive RAM, phase change mem, STT-MRAM, …
q Can operate on data with minimal movement
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In-DRAM AND/OR: Triple Row Activation
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½VDD

½VDD

dis

A

B
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Final State
AB + BC + AC
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~C(AB)en

0

VDD

Seshadri+, “Fast Bulk Bitwise AND and OR in DRAM”, IEEE CAL 2015.



In-DRAM Bulk Bitwise AND/OR Operation

n BULKAND A, B à C 
n Semantics: Perform a bitwise AND of two rows A and B and 

store the result in row C

n R0 – reserved zero row, R1 – reserved one row
n D1, D2, D3 – Designated rows for triple activation

1. RowClone  A  into  D1
2. RowClone  B  into  D2
3. RowClone  R0  into  D3
4. ACTIVATE  D1,D2,D3
5. RowClone  Result  into  C
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More on In-DRAM Bulk AND/OR

n Vivek Seshadri, Kevin Hsieh, Amirali Boroumand, Donghyuk 
Lee, Michael A. Kozuch, Onur Mutlu, Phillip B. Gibbons, and 
Todd C. Mowry,
"Fast Bulk Bitwise AND and OR in DRAM"
IEEE Computer Architecture Letters (CAL), April 2015. 
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http://users.ece.cmu.edu/~omutlu/pub/in-DRAM-bulk-AND-OR-ieee_cal15.pdf
http://www.computer.org/web/cal


In-DRAM NOT: Dual Contact Cell
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Seshadri+, “Ambit: In-Memory Accelerator for Bulk Bitwise Operations using Commodity DRAM Technology,” MICRO 2017.

Idea: 
Feed the 

negated value 
in the sense amplifier

into a special row



In-DRAM NOT Operation
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Seshadri+, “Ambit: In-Memory Accelerator for Bulk Bitwise Operations using Commodity DRAM Technology,” MICRO 2017.



Performance: In-DRAM Bitwise Operations
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Energy of In-DRAM Bitwise Operations
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Seshadri+, “Ambit: In-Memory Accelerator for Bulk Bitwise Operations using Commodity DRAM Technology,” MICRO 2017.



Ambit vs. DDR3: Performance and Energy
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32X 35X

Seshadri+, “Ambit: In-Memory Accelerator for Bulk Bitwise Operations using Commodity DRAM Technology,” MICRO 2017.



Bulk Bitwise Operations in Workloads

[1] Li and Patel, BitWeaving, SIGMOD 2013
[2] Goodwin+, BitFunnel, SIGIR 2017



Example Data Structure: Bitmap Index

n Alternative to B-tree and its variants
n Efficient for performing range queries and joins
n Many bitwise operations to perform a query
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Performance: Bitmap Index on Ambit
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Seshadri+, “Ambit: In-Memory Accelerator for Bulk Bitwise Operations using Commodity DRAM Technology,” MICRO 2017.

>5.4-6.6X Performance Improvement



Performance: BitWeaving on Ambit
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Seshadri+, “Ambit: In-Memory Accelerator for Bulk Bitwise Operations using Commodity DRAM Technology,” MICRO 2017.

>4-12X Performance Improvement



More on In-DRAM Bulk AND/OR

n Vivek Seshadri, Kevin Hsieh, Amirali Boroumand, Donghyuk 
Lee, Michael A. Kozuch, Onur Mutlu, Phillip B. Gibbons, and 
Todd C. Mowry,
"Fast Bulk Bitwise AND and OR in DRAM"
IEEE Computer Architecture Letters (CAL), April 2015. 
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http://users.ece.cmu.edu/~omutlu/pub/in-DRAM-bulk-AND-OR-ieee_cal15.pdf
http://www.computer.org/web/cal


More on In-DRAM Bitwise Operations

n Vivek Seshadri et al., “Ambit: In-Memory Accelerator 
for Bulk Bitwise Operations Using Commodity DRAM 
Technology,” MICRO 2017.
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https://people.inf.ethz.ch/omutlu/pub/ambit-bulk-bitwise-dram_micro17.pdf


More on In-DRAM Bulk Bitwise Execution
n Vivek Seshadri and Onur Mutlu,

"In-DRAM Bulk Bitwise Execution Engine"
Invited Book Chapter in Advances in Computers, to appear 
in 2020.
[Preliminary arXiv version]
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https://arxiv.org/pdf/1905.09822.pdf
https://arxiv.org/pdf/1905.09822.pdf


Challenge: Intelligent Memory Device

Does memory
have to be

dumb?
68



Challenge and Opportunity for Future

Computing Architectures
with 

Minimal Data Movement
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A Detour 
on the Review Process
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Ambit Sounds Good, No?

71

Review from ISCA 2016



Another Review 
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Another Review from ISCA 2016



Yet Another Review
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Yet Another Review from ISCA 2016



The Reviewer Accountability Problem
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We Have a Mindset Issue…

n There are many other similar examples from reviews…
q For many other papers…

n And, we are not even talking about JEDEC yet…

n How do we fix the mindset problem?

n By doing more research, education, implementation in 
alternative processing paradigms

75

We need to work on enabling the better future…



Aside: A Recommended Book
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Raj Jain, “The Art of 
Computer Systems 
Performance Analysis,” 
Wiley, 1991.
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Raj Jain, “The Art of 
Computer Systems 
Performance Analysis,” 
Wiley, 1991.
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Raj Jain, “The Art of 
Computer Systems 
Performance Analysis,” 
Wiley, 1991.



Suggestion to Community

We Need to Fix the 
Reviewer Accountability 

Problem



Takeaway

Main Memory Needs 
Intelligent Controllers



Takeaway

Research Community 
Needs

Accountable Reviewers



Suggestions to Reviewers
n Be fair; you do not know it all

n Be open-minded; you do not know it all

n Be accepting of diverse research methods: there is no 
single way of doing research

n Be constructive, not destructive

n Do not have double standards…

Do not block or delay scientific progress for non-reasons



RowClone & Bitwise Ops in Real DRAM Chips

83https://parallel.princeton.edu/papers/micro19-gao.pdf

https://parallel.princeton.edu/papers/micro19-gao.pdf


Pinatubo: RowClone and Bitwise Ops in PCM

84https://cseweb.ucsd.edu/~jzhao/files/Pinatubo-dac2016.pdf

https://cseweb.ucsd.edu/~jzhao/files/Pinatubo-dac2016.pdf


Another Example
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Initial RowHammer Reviews



Missing the Point Reviews from Micro 2013



Experimental DRAM Testing Infrastructure

88Kim+, “Flipping Bits in Memory Without Accessing Them: An 
Experimental Study of DRAM Disturbance Errors,” ISCA 2014.

Temperature
Controller

PC

HeaterFPGAs FPGAs
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Tested
DRAM
Modules

(129 total)



Fast Forward 6 Months
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More Reviews… Reviews from ISCA 2014



Final RowHammer Reviews



RowHammer: Hindsight & Impact (I)
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Exploiting the DRAM rowhammer bug to 
gain kernel privileges (Seaborn, 2015)

Flipping Bits in Memory Without Accessing Them: 
An Experimental Study of DRAM Disturbance Errors
(Kim et al., ISCA 2014)

http://googleprojectzero.blogspot.com/2015/03/exploiting-dram-rowhammer-bug-to-gain.html
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf


RowHammer: Hindsight & Impact (II)
n Onur Mutlu and Jeremie Kim,

"RowHammer: A Retrospective"
IEEE Transactions on Computer-Aided Design of Integrated 
Circuits and Systems (TCAD) Special Issue on Top Picks in 
Hardware and Embedded Security, 2019.
[Preliminary arXiv version]
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https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://arxiv.org/pdf/1904.09724.pdf


Suggestion to Researchers: Principle: Passion

Follow Your Passion
(Do not get derailed

by naysayers)



Suggestion to Researchers: Principle: Resilience

Be Resilient



Principle: Learning and Scholarship

Focus on
learning and scholarship



Principle: Learning and Scholarship

The quality of your work 
defines your impact



Sub-Agenda: In-Memory Computation

n Major Trends Affecting Main Memory
n The Need for Intelligent Memory Controllers

q Bottom Up: Push from Circuits and Devices
q Top Down: Pull from Systems and Applications 

n Processing in Memory: Two Directions
q Minimally Changing Memory Chips
q Exploiting 3D-Stacked Memory

n How to Enable Adoption of Processing in Memory
n Conclusion
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We Need to Think Differently 
from the Past Approaches
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