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Damla Senol Cali, Bionano Genomics SAFARI Research Group
Accelerating Genome Sequence Analysis via Efficient Hardware/Algorithm Co-Design
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Our Goal & Approach 7 N

0 OurGoal:
Accelerating genome sequence analysis by efficient
hardware/algorithm co-design

U OurApproach:

(1) Analyze the multiple steps and the associated toolsin
the genome sequence analysis pipeline,

(2) Expose the tradeoffs between accuracy, performance,
memory usage and scalability, and

(3) Co-design fast and efficient algorithms along with
scalable and energy-efficient customized hardware
accelerators for the key bottleneck steps of the pipeline

Damla Senol Cali SAFARI 10

Sunday, November 07 at 6:00 pm Zurich time (CET)

Damla Senol Cali, Bionano Genomics

Accelerating Genome Sequence Analysis via Efficient Hardware/Algorithm Co-
Design

Livestream on YouTube Link

Abstract & Speaker Bio
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https://www.youtube.com/watch?v=MfpLmrtvNtU&Ilist=PL5Q2s0XY2Zi tOTAYm--dYByNPL7JhwR9&index=11
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Monday, November 08 at 4:00 pm Zurich time (CET)

Gennady Pekhimenko, University of Toronto, EcoSystem group
Machine Learning_Tools in Action
Livestream on YouTube Link

Abstract & Speaker Bio
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SAFARI Research Group

Serghei Mangul, Mangul Lab, USC ETHzirich
Opportunities and challenges of computational data-driven immunology

Thu
Nov
o 2021

-

Opportunities and
challenges of

computational data- &
driven immunology

Serghei Mangul, Ph.D
Assistant Professor,
University of Southern California

B %5 USC University of
[ 71V Southern Califonia

https://mangul-lab-usc.github.io/

Thursday, November 11 at 11:00 am Zurich time (CET)

Serghei Mangul, University of Southern California, Mangul Lab
Opportunities and challenges of computational data-driven immunology

Livestream on YouTube Link
Note: this talk will take place in person at ETH Zentrum. Room info will be posted soon!

Abstract & Speaker Bio
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Dr. Juan Gémez Luna, ETH Zurich
Understanding a Modemn Processing-in-Memory Architecture: Benchmarking and Experimental
Characterization

SAFARI Research Group
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SAFARI Research Group

G, dy Pekhi Lo Uni

y of Toronto
Efficient DNN Training at Scale: fmm Algorithms to Hardware

DNN Training vs. Inference

Step 1 - Forward Pass (makes a prediction)
~—— Step 2- Backward Pass {calculates error gradients)

\\ \ Intermediate layer outputs

[Fermen ]
e
Generated in the forward pass  Used in the backward pass

AN training req g ps for pass
{not required in Inference)
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Minesh Patel, ETH Zurich
Enabling Effective Error Mitigation in Memory Chips That Use On-Die ECCs 2 1

@ REAPER (ISCA'r7)

® BEER (MICRO'20, best paper)

Yun

2001

@ Position Paper (Ongoing)

DRAM Chip

i
On-Die Data
f ECC Logic 1 Store
| |

@ HARP (MICRO'21) @ EIN (DSN'1g, best paper)

To processor
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SAFARI Research Group
Dr. Andrew Walker, Schiltron Corporation & Nexgen Power Systems
An Addiction to Low Cost Per Memory Bit — How to Recognize it and What to Do About it
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Jawad Haj-Yahya, Huawen Rauaruh Center Zurich SAFARI Research Group
Power N g in Modarm  Mi

and Their Security Implications

Mo  Overview of a Modern SoC Architecture

2021 * 3 domains in modern
thermally-constrained mobile

SoC: Compute, Memory, 10 [[iopershens | SIS SN (0500
2 0
* Several voltage sources exist, cw'f:.‘.:,’f

and some of them are shared
between domains

Topeuy 01400
wvea

* 10 controllers and engines,
10 interconnect, memory
controller, and DDRIO
typically each has an
independent clock
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Christina Gi; la, National Technical Uni y of Athens
Efficient Synchronization Support for Near-Data-Processing Architectures

AR

SAFARI Research Group

2 7%

NDP Synchronization Solution Space

e

Shared Memory | Message-passing
J
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Hardware Remote Specialized Software- Specialized
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T NDPSystems: Systems.
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Geraldo F. Oliveira, ETH Zurich
DAMOV: A New Methodology and Benchmark Suite for Evaluating Data Movement Bottlenecks
S Near-Data Processing (2/2)
225
2021

Samsung FIMDRAM (2021)

UPMEM (2019)

Near-DRAM-banks processing
for neural networks

1.2 TFLOPS compute throughput®

E\ . SAFARI
SAFARI Live Seminars in Computer Architecture S

Ataberk Olgun, TOBB & ETH Zurich

QUAC-TRNG: High-Throughput True Random Number
Commodity DRAM Chips

ARI

SAFARI Research Group
Using Quad

ple Row A in

1 5 s Using QUAC to Generate Random Values

Use QUAC0 & ! nf
(e8. two Vs and two' nq) mxcneram random values
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Jawad Haj-Yahya, Huawei Research Center Zurich SAFARI Research Group
Security Implications of Power Management Mechanisms In Modern Processors, Current
Studies and Future Trends

Experimental Methodology
4 g:;‘Z‘ . er ex’;?nmenlﬂllvy sll{dzﬂ modern Intel processors
* We measure voltage and current using a Data Acquisition car
{
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https:// safari.ethz.ch/safari-seminar-series/
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Four Key Current Directions

A Fundamentally Secure/Reliable/SafeArchitectures

A Fundamentally Energy-Efficient Architectures
¢ Memory-centric (Data-centric) Architectures

Al Fundamentally Low-Latency and Predictable Architectures

A Architecturesfor Al / ML |, Genomi CcsS, Me d |

SAFARI 6



Why the Long Memory Latency?

A Reason 1: Design of DRAM Micrearchitecture
¢ Goal: Maximize capacity/area, not minimize latency

A Reason 2: NOne size fits al/l
¢ Same latency parameters for all temperatures
¢ Same latency parameters for all parts of a DRAM chip

Same latency parameters for all supply voltage levels

Same latency parameters for all application data
é

O O 0

SAFARI !



More on ALDRAM

A Donghyuk Lee, Yoongu Kim, GennadyPekhimenkg Samira Khan,
Vivek Seshadri, Kevin Chang, and Onur Mutlu,
"Adaptive -Latency DRAM: Optimizing DRAM Timing for
the Common -Case"
Proceedings of the 21st International Symposium on High-
Performance Computer Architecture (HPCA), Bay Area, CA,
February 2015.

[Slides (pptx) (pdf)] [ Full data sets]

Adaptive-Latency DRAM: Optimizing DRAM Timing for the Common-Case

Donghyuk Lee ~ Yoongu Kim  Gennady Pekhimenko
Samira Khan  Vivek Seshadri ~ Kevin Chang  Onur Mutlu

Carnegie Mellon University

SAFARI 8


http://users.ece.cmu.edu/~omutlu/pub/adaptive-latency-dram_hpca15.pdf
http://darksilicon.org/hpca/
http://users.ece.cmu.edu/~omutlu/pub/adaptive-latency-dram_donghyuk_hpca15-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/adaptive-latency-dram_donghyuk_hpca15-talk.pdf
http://www.ece.cmu.edu/~safari/tools/aldram-hpca2015-fulldata.html

Different Types of Latency Variation

AL-DRAM exploits latency variation

¢ Across time (different temperatures)
¢ Across chips

Is there also latency variation within a chip?
¢ Across different parts of a chip

SAFARI



Why the Long Memory Latency?

A Reason 1: Design of DRAM Micrearchitecture
¢ Goal: Maximize capacity/area, not minimize latency

A Reason 2: NOne size fits al/l
¢ Same latency parameters for all temperatures
¢ Same latency parameters for all DRAM chips
¢ Same latency parameters for all supply voltage levels

¢ Same latency parameters for all application data
c e
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Variation in Activation Errors

Results from 7500 rounds over 240 chips
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Modern DRAM chips exhibit

significant variation in activation latency




Spatial Locality of Activation Errors
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Mechanism to Reduce DRAM Latency

A Observation: DRAM timing errors (slow DRAM
cells) are concentrated in certain DRAM regions

A Flexible -LatencY (FLY) DRAM
I A softwaretransparent design that reduces latency

A Key idea:
1) Divide memory into regions of different latencies

2) Memory controllérselower latency for regions without
slow cells; higher latency for other regions

C h a n gUnderstanding Latency Variation in Modern DRAM Chips: Experimental

Characterization, Analysis, and Optimization" , 0 SIGMETRI CS 2016.



https://people.inf.ethz.ch/omutlu/pub/understanding-latency-variation-in-DRAM-chips_sigmetrics16.pdf
https://people.inf.ethz.ch/omutlu/pub/understanding-latency-variation-in-DRAM-chips_sigmetrics16.pdf

FLY-DRAM Configurations
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C h a n gUnderstanding Latency Variation in Modern DRAM Chips: Experimental
Characterization, Analysis, and Optimization" , 0 SIGMETRI CS 2016.



https://people.inf.ethz.ch/omutlu/pub/understanding-latency-variation-in-DRAM-chips_sigmetrics16.pdf
https://people.inf.ethz.ch/omutlu/pub/understanding-latency-variation-in-DRAM-chips_sigmetrics16.pdf

Results
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FLY-DRAM improves performance

by exploiting spatial latency variation in DRAM

C h a n gUnderstAnding Latency Variation in Modern DRAM Chips: Experimental
Characterization. Analvsis. and Optimization" 0 SI GMETRI CS 2016.



https://people.inf.ethz.ch/omutlu/pub/understanding-latency-variation-in-DRAM-chips_sigmetrics16.pdf
https://people.inf.ethz.ch/omutlu/pub/understanding-latency-variation-in-DRAM-chips_sigmetrics16.pdf

FLY-DRAM: Advantages & Disadvantac

Advantages
+ Reduces latency significantly
+ Exploits significant within -chip latency variation

Disadvantages

- Need to determine reliable operating latencies for different
parts of a chip A higher testing cost

- More complicated controller

SAFARI 16



Analysis of Latency Variation in DRAM CI

Kevin Chang, Abhijith Kashyap HasanHassan, Samira Khan, Kevin Hsieh,
Donghyuk Lee, Saugata Ghose Gennady Pekhimenko, Tianshi Li, and
Onur Mutlu,

"Understanding Latency Variation in Modern DRAM Chips:

Experimental Characterization, Analysis, and Optimization"

Proceedings of the ACM International Conrerence on Measurement and
Modeling of Computer Systems(SIGMETRICS ), Antibes Juan-Les-Pins,
France, June 2016.

[Slides (pptx) (pdf)]

[Source Codd

Understanding Latency Variation in Modern DRAM Chips:
Experimental Characterization, Analysis, and Optimization

SAFARI


https://users.ece.cmu.edu/~omutlu/pub/understanding-latency-variation-in-DRAM-chips_sigmetrics16.pdf
http://www.sigmetrics.org/sigmetrics2016/
https://users.ece.cmu.edu/~omutlu/pub/understanding-latency-variation-in-DRAM-chips_kevinchang_sigmetrics16-talk.pptx
https://users.ece.cmu.edu/~omutlu/pub/understanding-latency-variation-in-DRAM-chips_kevinchang_sigmetrics16-talk.pdf
https://github.com/CMU-SAFARI/DRAM-Latency-Variation-Study

