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2. QoS-aware Memory Scheduling [200 points]

In this problem, we will look at the following three different memory-scheduling policies that we studied in
class:

1. FR-FCFS: First-Ready, First-Come-First-Served,
2. STFM: Stall-Time Fair Memory scheduling,
3. PAR-BS: PARallelism-aware Batch Scheduling.

(a) The FR-FCFS policy is a commonly-used memory scheduling policy that aims to maximize DRAM
throughput. Explain how the FR-FCFS policy can improve DRAM throughput compared to the FCFS
(first-come-first-served) policy with an example DRAM row access pattern(s).

FR-FCFS improves DRAM throughput by maximizing the row-hit ratio (i.e., minimizing
the row-miss penalty). In the following memory-access pattern, FR-FCFS first serves
memory requests to Row 0 without re-activating the row. On the other hand, FCFS repeats
activating the two rows alternately, which significantly increases the latency of each request.

Row access pattern: Row 0 - Row 1 - Row 0 - Row 1 - ...

(b) While the FR-FCFS policy provides higher DRAM throughput over the FCFS policy, it makes the
DRAM memory system vulnerable to denial of service (DoS) attacks that significantly degrade a
thread’s performance when multiple threads share the DRAM memory system. Consider two memory-
intensive threads A and B that exhibit the following memory-access patterns:

• A exhibits a streaming access pattern that sequentially accesses data in the same rows.
• B exhibits a random access pattern that randomly accesses data in different rows.
• A and B are similarly memory intensive, i.e., they generate approximately the same number of

memory requests within a given time frame.
Under the FR-FCFS policy, which thread of A or B can be used by an adversary to perform DoS
attacks to the other thread? Justify your answer.

A

Explanation: When A and B share a DRAM memory system that adopts the FR-FCFS
policy, the memory controller prefers to serve memory requests from A, as they likely hit the
row buffer.



(c) The STFM policy aims to achieve fair memory scheduling that equalizes the slowdown of equal-priority
threads relative to when each thread is run alone on the same system. How does the STFM policy
compute the slowdown of a thread?

For each thread, an STFM-enabled memory controller tracks STshared, the DRAM-related
stall-time when the thread runs with other threads, and estimates STalone, the DRAM-
related stall-time when the thread runs alone. At each cycle, the DRAM controller computes
a thread’s slowdown, defined as follows:

Slowdown = STshared/STalone.

(d) How does the STFM policy equalize the slowdown of threads using the computed slowdown values?

Let Si be the slowdown of the i-th thread among N threads that run together in the same
system. At each cycle, the memory controller computes the current unfairness of the DRAM
memory system which is defined as follows:

Unfairness = max({Si|1 ≤ i ≤ N})/min({Si|1 ≤ i ≤ N}).

If unfairness is less than a threshold, the memory controller uses a DRAM-throughput-
oriented scheduling policy. Otherwise, it uses a fairness-oriented policy that prioritizes re-
quests from the thread with the largest slowdown, as defined above.

(e) The PAR-BS policy aims to enhance both the performance and fairness of shared DRAM systems. The
first principle of the PAR-BS policy is to schedule requests from a thread (to different banks) back to
back, which preserves each thread’s bank-level parallelism. What is the potential problem (described
in class) when the memory controller only adopts the first principle? To get the full credit, your answer
should explain when the problem can occur.

It can lead to starvation for threads that only issue memory requests to a single bank, while
other threads issue memory requests to different banks.



(f) Explain request batching, the second principle of the PAR-BS policy that addresses the potential
problem identified in the previous question. To get the full credit, be specific in your explanation (e.g.,
an answer like “The PAR-BS policy performs memory request in a batched manner” will get no points).

• The PAR-BS policy groups a fixed number of the oldest requests from each thread into
a “batch”.

• It services the batch before all other requests.
• It forms a new batch only when the current one is done.



3. Prefetching using Reinforcement Learning [200 points]

You are designing a hardware prefetcher for a processor using a reinforcement learning (RL) agent, as
discussed in lecture about the Pythia prefetcher. For a memory request to cacheline address A, the prefetcher
selects a prefetch offset O and issues a prefetch memory request to cacheline address A+O. For every prefetch
request, the memory hierarchy provides a numerical reward R to the prefetcher that can take a value of one
of the following three reward levels:

• Accurate (RA), signifying that the prefetch request was demanded by the processor.
• Inaccurate (RIN ), signifying that the prefetch request was not demanded by the processor.
• No-prefetch (RNP ), signifying that the prefetcher did not prefetch anything.
In the initial configuration of the prefetcher, you set the values of the reward levels as follows: RA = 20,

RIN = −4, and RNP = −10.
Recall that the coverage of a prefetcher is defined as the fraction of a program’s memory requests

correctly prefetched by the prefetcher, while the accuracy of a prefetcher is defined as the fraction of
prefetched requests that are actually demanded by the program.

(a) Which of the following statements, if any, are CORRECT if you set RNP = 1000 in the initial
prefetcher configuration? All other reward level values, except RNP , remain the same as the initial
configuration. Select ALL that apply and explain briefly. You may get partial credits for a partially-
complete answer, given a correct explanation.

A. The coverage of the prefetcher will significantly increase.
B. The coverage of the prefetcher will significantly decrease.
C. The prefetcher will start prefetching aggressively.
D. The accuracy of the prefetcher may increase.

(B) and (D).

Setting RNP ≫ RA will strongly encourage the prefetcher not to prefetch. As a result, the
prefetcher’s coverage will drop significantly. However, the accuracy of the prefetcher may
increase, as the number of generated prefetch requests will significantly reduce.

(b) Which of the following statements, if any, are CORRECT if you set RIN = −500 in the initial
prefetcher configuration? All other reward level values, except RIN , remain the same as the initial
configuration. Select ALL that apply and explain briefly. You may get partial credits for a partially-
complete answer, given a correct explanation.

A. The prefetcher will aggressively prefetch, even though the prefetches might be inaccurate.
B. The accuracy of the prefetcher will likely increase.
C. The accuracy of the prefetcher will likely decrease.
D. The coverage of the prefetcher might increase or decrease.

(B) and (D).

Setting RIN ≪ RNP will strongly discourage the prefetcher to generate any prefetch request
that might not be accurate. As a result, the accuracy of the prefetcher will likely increase.
However, the coverage of the prefetcher might increase or decrease.



(c) You want to make the prefetcher system-aware by incorporating into the decision making process the
type of power source used in the system. You want to configure the prefetcher in the following way:

i. The prefetcher should generate accurate prefetches whenever possible, irrespective of whether the
system is connected to an external power adapter or running on a battery.

ii. If the system is connected to an external power adapter, the prefetcher should continue to prefetch,
even if the prefetch might be inaccurate.

iii. If the system is running on battery, the prefetcher should prefer not to generate a prefetch request
if the prefetch is likely to be inaccurate.

How would you configure the values of the three reward levels? The relative ordering of the reward
level values is sufficient for a correct answer, rather than their exact values. Fill in the blanks below
and explain your reasoning briefly in the provided box.

< <

< <

RIN RNP RA

RNP RIN RA

else if (power_source == external_adapter) 

if(power_source == battery)

When the system is running on a battery, we set RIN < RNP < RA, because we want the
prefetcher to prefer not to prefetch rather than inaccurate prefetching. When the system is
connected to an external power adapter, we set RNP < RIN < RA, because we want the
prefetcher to continue prefetching, even if the prefetch might be inaccurate.



4. Runahead Execution [200 points]

Assume an in-order processor that employs Runahead execution, with the following specifications:
• The processor enters Runahead mode when there is a cache miss.
• There is no penalty for entering and leaving the Runahead mode.
• There is a 64KB data cache. The cache block size is 64 bytes.
• Assume that the instructions are fetched from a separate dedicated memory that has zero access

latency, so an instruction fetch never stalls the pipeline.
• The cache is 4-way set associative and uses the LRU replacement policy.
• A memory request that hits in the cache is serviced instantaneously.
• A cache miss is serviced from the main memory after X cycles.
• A cache block for the corresponding fetch is allocated immediately when a cache miss happens.
• The cache replacement policy does not evict the cache block that triggered entry into Runahead mode

until after the Runahead mode is exited.
• The victim for cache eviction is picked at the same time a cache miss occurs, i.e., during cache block

allocation.
• ALU instructions and Branch instructions take one cycle.
• Assume that the pipeline never stalls for reasons other than data cache misses. Assume that the

conditional branches are always correctly predicted and the data dependencies do not cause stalls
(except for data cache misses).

Consider the following program. Each element of Array A is one byte.

for(int i=0;i<100;i++){ \\ 2 ALU instructions and 1 branch instruction
int m = A[i*16*1024]+1; \\ 1 memory instruction followed by 1 ALU instruction
... \\ 26 ALU instructions

}

(a) After running this program using the processor specified above, you find that there are 66 data cache
hits. What are all the possible values of the cache miss latency X? You can specify all possible values
of X as an inequality. Show your work.

61 < X < 93.

Explanation. The program makes 100 memory accesses in total. To have 66 cache hits, a
cache miss needs to be followed by 2 cache hits. Hence, the Runahead engine needs to prefetch
2 cache blocks. After getting a cache miss and entering Runahead mode, the processor needs
to execute 30 instructions to reach the next LD instruction. To reach the LD instruction 2
times, the processor needs to execute at least 62 instructions (2*( 29 ALU + 1 Branch + 1
LD)) in Runahead mode. If the processor spends more than 92 cycles in Runahead mode,
then it will prefetch 3 cache lines instead of two, which will cause the number of cache hits
to be different. Thus, the answer is 61 < X < 93.



(b) Is it possible that every memory access in the program misses in the cache? If so, what are all possible
values of X that will make all memory accesses in the program miss in the cache? If not, why? Show
your work.

Yes, for X < 31 and X > 123.

Explanation. When X is equal to or smaller than 30 cycles, the processor will be in
Runahead mode for insufficient amount of time to reach the next LD instruction (i.e., the
next cache miss). Thus, none of the data will be prefetched and all memory accesses will get
cache miss.
When X is larger than 123 cycles, the processor will prefetch 4 cache blocks. Since the
prefetched cache blocks will map to the same cache set, the latest prefetched cache block
will evict the first prefetched cache block in Runahead mode (note that the cache block
that triggered Runahead execution remains in the cache due to the cache block replacement
policy). This will cause a cache miss in the next iteration after leaving the Runahead mode.
Thus, the accesses in the program will always miss in the cache.

(c) What is the minimum number of cache misses that the processor can achieve by executing the above
program? Show your work.

25 cache misses.

Explanation. When 92 < X < 124, the Runahead engine will prefetch exactly 3 cache
blocks that will be accessed after leaving the Runahead mode. It is the minimum number
of misses that could be achieved since all cache blocks accessed by the program map to the
same cache set and the cache is 4-way associative.



5. Cache Coherence [200 points]

We have a system with 4 processors {P0, P1, P2, P3} that can access memory at byte granularity. Each
processor has a private data cache with the following characteristics:

• Capacity of 256 bytes
• Direct-mapped
• Write-back
• Block size of 64 bytes
Each processor has also a dedicated private cache for instructions. The characteristics of the instruction

caches are not necessary to solve this question.
All data caches are connected to and actively snoop a global bus, and cache coherence is maintained

using the MESI protocol, as we discussed in class. Note that on a write to a cache block in the S state, the
block will transition directly to the M state. The range of accessible memory addresses is from 0x00000 to
0xfffff.

The semantics of the instructions used in this question is the following:

Opcode Operands Description
ld rx,[ry] rx ← Mem[ry]
st rx,[ry] rx → Mem[ry]

addi rx,#VAL rx ← rx + VAL
j TARGET jump to TARGET

beq rx,ry,TARGET if([rx]==[ry]) jump to TARGET

Each processor executes the following instructions in a sequentially consistent manner:

P0
0 ld r1,[r2]
1 addi r1,#1
2 st r1,[r2]
3 LP : ld r1,[r2]
4 beq r1,r4,END
5 j LP
6 END: st r4, [r2]

P1
0 LP : ld r1,[r4]
1 beq r1,r3,END
2 j LP
3 END: addi r1,#1
4 st r1,[r4]
-
-

P2
0 LP : ld r1,[r5]
1 beq r1,r3,END
2 j LP
3 END: addi r1,#1
4 st r1,[r5]
-
-

P3
0 LP : ld r1,[r2]
1 beq r1,r3,END
2 j LP
3 END: addi r1,#1
4 st r1,[r2]
-
-

The initial state of the caches is unknown. After an arbitrarily large amount of time, all cores finish
executing their code. The final tag store state of each data cache is as follows:

Final Tag Store States
Cache for P0

Set Tag MESI state
0 0x100 M
1 0xfff M
2 0x010 S
3 0x110 I

Cache for P1
Set Tag MESI state
0 0x100 I
1 0xfff I
2 0x010 S
3 0x110 I

Cache for P2
Set Tag MESI state
0 0x100 I
1 0xfff I
2 0x011 E
3 0x110 S

Cache for P3
Set Tag MESI state
0 0x100 I
1 0xff1 S
2 0x010 I
3 0x10f S



(a) What are the initial values of the registers in each of the 4 processors that ensure that the above
final tag store states are deterministic (i.e., the final states are independent of the order in which the
memory requests are issued to memory)? Explain your answer.

Solution:
P0: r1: X1, r2: 0x100YZ, r4: C+4
P1: r1: X2, r4: 0x100YZ, r3: C+1
P2: r1: X3, r5: 0x100YZ, r3: C+2
P3: r1: X4, r2: 0x100YZ, r3: C+3

Where X1, X2, X3, and X4 can be any value (these values are overwriten), Y is an
integer number between 0x0 and 0x3, Z is an integer number between 0x0 and 0xF, and
C is the initial content of the memory address 0x100YZ. The values of r3 in P1, P2, and
P3 are interchangeable (e.g., the next r3 values are also valid: P1: C+2, P3: C+1, P2: C+3).

Explanation:
We need to find a solution that 1) does not have infinite loops (i.e., the program finish
execution), 2) the final state of the tag store is deterministic, and 3) the final states are the
ones provided in figure.We observe that 1) each individual thread reads and writes a unique
memory position, and 2) all threads write to memory at the end of the execution. Because
only P0 has cache blocks in Modified estate, we can conclude that all the other threads access
to the same cache block. Otherwise, there would be some modified block in P1, P2, or P3.
Because the only cache block that is present in all processors is the block in set 0, we conclude
that the content of r2 in P0, r4 in P1, r5 in P2, and r2 in P3 are the same, and it is equal
to a memory address that maps to Set 0, tag 0x100. Because Set 0, Tag 0x100 is only valid
and with M state in P0, we conclude that P0 should be always the last processor to execute
the last store instruction. We can ensure this scenario by forcing the termination of the
programs of all processors in sequence. To this end, all processors need to access exactly the
same byte in the cache block, i.e., all processors should access the same address 0x100YZ,
where Y is an integer number between 0x0 and 0x3 (the 2 most significant bits of Y represent
the set 0), and Z is an integer number between 0x0 and 0xF.
The content of r3 in P1, P2 and P3 should contain consecutive values. For example, these
are some valid values for r3 in different processors: P1: C+1, P2: C+2, P3: C+3, and these
are some valid values: P3: C+1, P1: C+2, P2: C+3. In this way, we ensure that all threads
finish in the same deterministic order. Finally, r4 in P0 should have the value C+4 to ensure
that it is the last processor that writes to memory.

(b) Fill in the following tables with the initial tag store states (i.e., Tag and MESI state) before having
executed the instructions shown above. Answer X if a tag value is unknown, and for the MESI states,
write in all possible values (i.e., M, E, S, and/or I).

Initial Tag Store States
Cache for P0

Set Tag MESI state
0 X M, E, S, I
1 0xfff M
2 0x010 S
3 0x110 I

Cache for P1
Set Tag MESI state
0 X M, E, S, I
1 0xfff I
2 0x010 S
3 0x110 I

Cache for P2
Set Tag MESI state
0 X M, E, S, I
1 0xfff I
2 0x011 E
3 0x110 S

Cache for P3
Set Tag MESI state
0 X M, E, S, I
1 0xff1 S
2 0x010 I
3 0x10f S



6. Memory Consistency [200 points]

A programmer writes the following two C code segments. She wants to run them concurrently on a
multicore processor, called SC, using two different threads, each of which will run on a different core. The
processor implements sequential consistency, as we discussed in the lecture.

Thread T0
Instr. T0.0 X[0] = 2;
Instr. T0.1 flag[0] = 1;
Instr. T0.2 a = X[0]*2;
Instr. T0.3 b = Y[0]-1;
Instr. T0.4 c = X[0];

Thread T1
Instr. T1.0 X[0] = 1;
Instr. T1.1 X[0] += 2;
Instr. T1.2 while(flag[0] == 1);
Instr. T1.3 a = flag[0];
Instr. T1.4 X[0] = 2;
Instr. T1.5 Y[0] = 10;

X and flag have been allocated in main memory. Thread 0 and Thread 1 have their private processor
registers to store the values of a , b, and c. A read or write to any of these variables generates a single
memory request. The initial values of all memory locations and variables are 1. Assume each line of the C
code segment of a thread is a single instruction.

(a) Do you find something that could be wrong in the C code segments? Explain your answer.

Thread 1 will never finish.

Explanation:
The while loop in instruction T1.2 is an infinite loop, because the value of flag[0] is 1 since
the beginning of the program.

(b) What could be possible final values of X[0] in the SC processor, after executing both C code segments?
Explain your answer. Provide all possible values.

2, 3, or 4.

Explanation:
The sequential consistency model ensures that the operations of each individual thread are
executed in the order specified by its program. Across threads, the ordering is enforced by
the use of flag[0]. Thread 1 will remain in instruction T1.2 until flag[0] has a value that
is not 1. However, thread 1 will never finish execution. There are at least three possible
sequentially-consistent orderings that lead to at most three different values of X at the end:
Ordering 1: T1.0 → T1.1 → T0.0, Final value: X[0] = 2.
Ordering 2: T0.0 → T1.0 → T1.1, Final value: X[0] = 3.
Ordering 3: T1.0 → T0.0 → T1.1, Final value: X[0] = 4.



(c) What could be possible final values of a in the SC processor, after executing both C code segments?
Explain your answer. Provide all possible values.

2, 4, 6, or 8.

Explanation:
The value of a is twice the value of X[0]:
Ordering 1: T1.0 → T1.1 → T0.0 → T0.2, Final value: X[0] = 4.
Ordering 2: T0.0 → T1.0 → T1.1 → T0.2, Final value: X[0] = 6.
Ordering 3: T1.0 → T0.0 → T1.1 → T0.2, Final value: X[0] = 8.

Ordering 4: T0.0 → T0.1 → T1.0 → T0.2, Final value: X[0] = 2.

(d) What could be possible final values of b in the SC processor, after both threads finish execution?
Explain your answer. Provide all possible values.

0.

Explanation:
Because the value of b depends only on the value of Y[0] (instruction T0.3). The initial
value of Y[0] is 1. Instruction T1.4 will not be executed as T1 enters an infinite loop after
executing instruction T1.2.



(e) With the aim of achieving higher performance, the programmer tests her code on a new multicore
processor, called NC, that does not implement memory consistency. Thus, there is no guarantee on
the ordering of instructions as seen by different cores.
What is the final value of X[0] in the NC processor, after executing both threads? Explain your
answer.

1, 2, 3, or 4.

Explanation:
Since there is no guarantee of a strict order of memory operations, as seen by different
cores, instruction T1.1 could complete before or after instruction T1.0, from the perspective
of the core that executes thread 0. If instruction T1.1 completes before instruction T1.0,
from the perspective of the core that executes T0, instruction T0.0 could complete before
or after instruction T1.0. Thus, there are at least five possible weakly-consistent orderings
that lead to different values of X[0] at the end:
Ordering 1: T0.0 → T1.1 → T1.0, Final value: X[0] = 1.
Ordering 2: T1.4 → T0.0 → T1.1 → T1.0, Final value: X[0] = 1.
Ordering 3: T1.0 → T1.1 → T0.1, Final value: X[0] = 2.
Ordering 4: T0.0 → T1.0 → T1.1, Final value: X[0] = 3.
Ordering 5: T1.0 → T0.0 → T1.1, Final value: X[0] = 4.
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