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Brief Self Introduction

n Onur Mutlu
q Full Professor @ ETH Zurich ITET (INFK), since September 2015

q Strecker Professor @ Carnegie Mellon University ECE/CS, 2009-2016, 2016-…

q PhD from UT-Austin, worked at Google, VMware, Microsoft Research, Intel, AMD

q https://people.inf.ethz.ch/omutlu/

q omutlu@gmail.com (Best way to reach me)

q https://people.inf.ethz.ch/omutlu/projects.htm

n Research and Teaching in:
q Computer architecture, computer systems, hardware security, bioinformatics

q Memory and storage systems

q Hardware security, safety, predictability

q Fault tolerance

q Hardware/software cooperation

q Architectures for bioinformatics, health, medicine

q … 
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Computer architecture, HW/SW, systems, bioinformatics, security

Graphics and Vision Processing

Heterogeneous
Processors and 

Accelerators

Hybrid Main Memory

Persistent Memory/Storage

Build fundamentally better architectures

Current Research Mission



Four Key Current Directions

n Fundamentally Secure/Reliable/Safe Architectures

n Fundamentally Energy-Efficient Architectures
q Memory-centric (Data-centric) Architectures

n Fundamentally Low-Latency and Predictable Architectures

n Architectures for AI/ML, Genomics, Medicine, Health
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The Transformation Hierarchy
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Computer Architecture 
(expanded view)



Axiom
To achieve the highest energy efficiency and performance:

we must take the expanded view
of computer architecture
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Co-design across the hierarchy:
Algorithms to devices

Specialize as much as possible
within the design goals



Current Research Mission & Major Topics

n Data-centric arch. for low energy & high perf.
q Proc. in Mem/DRAM, NVM, unified mem/storage 

n Low-latency & predictable architectures
q Low-latency, low-energy yet low-cost memory
q QoS-aware and predictable memory systems 

n Fundamentally secure/reliable/safe arch.
q Tolerating all bit flips; patchable HW; secure mem 

n Architectures for ML/AI/Genomics/Graph/Med 
q Algorithm/arch./logic co-design; full heterogeneity

n Data-driven and data-aware architectures
q ML/AI-driven architectural controllers and design
q Expressive memory and expressive systems

7

Micro-architecture
SW/HW Interface

Program/Language
Algorithm
Problem

Logic
Devices

System Software

Electrons

Build fundamentally better architectures

Broad research 
spanning apps, systems, logic
with architecture at the center



38+ Researchers

https://safari.ethz.ch

Onur Mutlu’s SAFARI Research Group
Computer architecture, HW/SW, systems, bioinformatics, security, memory

https://safari.ethz.ch/safari-newsletter-april-2020/

http://www.safari.ethz.ch/
https://safari.ethz.ch/safari-newsletter-april-2020/


Principle: Teaching and Research

…
Teaching drives Research
Research drives Teaching

… 
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Principle: Insight and Ideas

Focus on Insight
Encourage New Ideas
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Research & Teaching: Some Overview Talks
https://www.youtube.com/onurmutlulectures

n Future Computing Architectures
q https://www.youtube.com/watch?v=kgiZlSOcGFM&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=1

n Enabling In-Memory Computation
q https://www.youtube.com/watch?v=njX_14584Jw&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=16

n Accelerating Genome Analysis
q https://www.youtube.com/watch?v=hPnSmfwu2-A&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=9

n Rethinking Memory System Design
q https://www.youtube.com/watch?v=F7xZLNMIY1E&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=3

n Intelligent Architectures for Intelligent Machines
q https://www.youtube.com/watch?v=n8Aj_A0WSg8&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=22
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https://www.youtube.com/onurmutlulectures
https://www.youtube.com/watch?v=kgiZlSOcGFM&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=1
https://www.youtube.com/watch?v=njX_14584Jw&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=16
https://www.youtube.com/watch?v=hPnSmfwu2-A&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=9
https://www.youtube.com/watch?v=F7xZLNMIY1E&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=3
https://www.youtube.com/watch?v=n8Aj_A0WSg8&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=22


An Interview on Research and Education

n Computing Research and Education (@ ISCA 2019)
q https://www.youtube.com/watch?v=8ffSEKZhmvo&list=PL5Q2

soXY2Zi_4oP9LdL3cc8G6NIjD2Ydz

n Maurice Wilkes Award Speech (10 minutes)
q https://www.youtube.com/watch?v=tcQ3zZ3JpuA&list=PL5Q2

soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=15
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https://www.youtube.com/watch?v=8ffSEKZhmvo&list=PL5Q2soXY2Zi_4oP9LdL3cc8G6NIjD2Ydz
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More Thoughts and Suggestions
n Onur Mutlu,

"Some Reflections (on DRAM)"
Award Speech for ACM SIGARCH Maurice Wilkes Award, at the ISCA Awards 
Ceremony, Phoenix, AZ, USA, 25 June 2019.
[Slides (pptx) (pdf)]
[Video of Award Acceptance Speech (Youtube; 10 minutes) (Youku; 13 minutes)]
[Video of Interview after Award Acceptance (Youtube; 1 hour 6 minutes) (Youku; 
1 hour 6 minutes)]
[News Article on "ACM SIGARCH Maurice Wilkes Award goes to Prof. Onur Mutlu"]

n Onur Mutlu,
"How to Build an Impactful Research Group"
57th Design Automation Conference Early Career Workshop (DAC), Virtual, 
19 July 2020.
[Slides (pptx) (pdf)]

https://people.inf.ethz.ch/omutlu/pub/onur-MauriceWilkesAward-June-25-2019-FINAL-public.pptx
https://www.sigarch.org/benefit/awards/acm-sigarch-maurice-wilkes-award/
https://people.inf.ethz.ch/omutlu/pub/onur-MauriceWilkesAward-June-25-2019-FINAL-public.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-MauriceWilkesAward-June-25-2019-FINAL-public.pdf
https://www.youtube.com/watch?v=tcQ3zZ3JpuA
https://v.youku.com/v_show/id_XNDI3MjU2ODIwNA
https://www.youtube.com/watch?v=8ffSEKZhmvo
https://v.youku.com/v_show/id_XNDI3MjU3MTM0OA
https://inf.ethz.ch/news-and-events/spotlights/2019/06/mutlu-ACM-SIGARCH-award.html
https://people.inf.ethz.ch/omutlu/pub/onur-DAC-EarlyCareerWorkshopPanel-ImpactfulResearch-July-19-2020-withbackup-FINAL.pptx
https://sites.google.com/gapp.nthu.edu.tw/dac-ecw20/
https://people.inf.ethz.ch/omutlu/pub/onur-DAC-EarlyCareerWorkshopPanel-ImpactfulResearch-July-19-2020-withbackup-FINAL.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-DAC-EarlyCareerWorkshopPanel-ImpactfulResearch-July-19-2020-withbackup-FINAL.pdf


Why Study Computer 
Architecture?
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Computer Architecture

n is the science and art of designing computing platforms 

(hardware, interface, system SW, and programming model)

n to achieve a set of design goals

q E.g., highest performance on earth on workloads X, Y, Z

q E.g., longest battery life at a form factor that fits in your 

pocket with cost < $$$ CHF

q E.g., best average performance across all known workloads at 

the best performance/cost ratio

q …

q Designing a supercomputer is different from designing a 

smartphone à But, many fundamental principles are similar
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Different Platforms, Different Goals

16
Source: http://www.sia-online.org (semiconductor industry association)



Different Platforms, Different Goals

17Source: https://iq.intel.com/5-awesome-uses-for-drone-technology/



Different Platforms, Different Goals

18Source: https://taxistartup.com/wp-content/uploads/2015/03/UK-Self-Driving-Cars.jpg



Different Platforms, Different Goals

19Source: http://sm.pcmag.com/pcmag_uk/photo/g/google-self-driving-car-the-guts/google-self-driving-car-the-guts_dwx8.jpg



Different Platforms, Different Goals

20
Source: http://datacentervoice.com/wp-content/uploads/2015/10/data-center.jpg



Different Platforms, Different Goals

21Source: https://fossbytes.com/wp-content/uploads/2015/06/Supercomputer-TIANHE2-china.jpg



Different Platforms, Different Goals

22

Jouppi et al., “In-Datacenter Performance Analysis of a Tensor Processing Unit”, ISCA 2017.



Different Platforms, Different Goals
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n ML accelerator: 260 mm2, 6 billion transistors, 
600 GFLOPS GPU, 12 ARM 2.2 GHz CPUs.

n Two redundant chips for better safety.

https://youtu.be/Ucp0TTmvqOE?t=4236

https://youtu.be/Ucp0TTmvqOE?t=4236


What is Computer Architecture?

n The science and art of designing, selecting, and 
interconnecting hardware components and designing the 
hardware/software interface to create a computing system 
that meets functional, performance, energy consumption, 
cost, and other specific goals. 
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The Transformation Hierarchy
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Why Study Computer Architecture?
n Enable better systems: make computers faster, cheaper, 

smaller, more reliable, …
q By exploiting advances and changes in underlying technology/circuits

n Enable new applications
q Life-like 3D visualization 20 years ago? Virtual reality? 
q Self-driving cars? 
q Personalized genomics? Personalized medicine?

n Enable better solutions to problems
q Software innovation is built on trends and changes in computer architecture 

n > 50% performance improvement per year has enabled this innovation

n Understand why computers work the way they do
26



Computer Architecture Today (I)
n Today is a very exciting time to study computer architecture

n Industry is in a large paradigm shift (to novel architectures) 

– many different potential system designs possible

n Many difficult problems motivating and caused by the shift

q Huge hunger for data and new data-intensive applications

q Power/energy/thermal constraints 

q Complexity of design 

q Difficulties in technology scaling

q Memory bottleneck

q Reliability problems

q Programmability problems

q Security and privacy issues

n No clear, definitive answers to these problems
27



Computer Architecture Today (II)
n These problems affect all parts of the computing stack – if 

we do not change the way we design systems

n No clear, definitive answers to these problems
28
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Many new issues
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personalities
of users
(Look Up)



Computer Architecture Today (III)
n Computing landscape is very different from 10-20 years ago
n Both UP (software and humanity trends) and DOWN 

(technologies and their issues), FORWARD and BACKWARD, 
and the resulting requirements and constraints
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General Purpose GPUs

Heterogeneous
Processors and 

Accelerators

Hybrid Main Memory

Persistent Memory/Storage

Every component and its 
interfaces, as well as

entire system designs
are being re-examined



Axiom
To achieve the highest energy efficiency and performance:

we must take the expanded view
of computer architecture
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Historical: Opportunities at the Bottom 

31https://en.wikipedia.org/wiki/There%27s_Plenty_of_Room_at_the_Bottom

https://en.wikipedia.org/wiki/There%27s_Plenty_of_Room_at_the_Bottom


Historical: Opportunities at the Bottom (II) 

32https://en.wikipedia.org/wiki/There%27s_Plenty_of_Room_at_the_Bottom

https://en.wikipedia.org/wiki/There%27s_Plenty_of_Room_at_the_Bottom


Historical: Opportunities at the Top 

33https://science.sciencemag.org/content/368/6495/eaam9744

https://science.sciencemag.org/content/368/6495/eaam9744


Axiom, Revisited

There is plenty of room both at the top and at the bottom 

but much more so 

when you communicate well between and optimize across 

the top and the bottom.
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Hence the Expanded View
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Some Cross-Layer Design Examples
(Foreshadowing)
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Expressive (Memory) Interfaces
n Nandita Vijaykumar, Abhilasha Jain, Diptesh Majumdar, Kevin Hsieh, Gennady 

Pekhimenko, Eiman Ebrahimi, Nastaran Hajinazar, Phillip B. Gibbons and Onur Mutlu,
"A Case for Richer Cross-layer Abstractions: Bridging the Semantic Gap 
with Expressive Memory"
Proceedings of the 45th International Symposium on Computer Architecture (ISCA), 
Los Angeles, CA, USA, June 2018.
[Slides (pptx) (pdf)] [Lightning Talk Slides (pptx) (pdf)]
[Lightning Talk Video]
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https://people.inf.ethz.ch/omutlu/pub/X-MEM_Expressive-Memory-for-Rich-Cross-Layer-Abstractions_isca18.pdf
http://iscaconf.org/isca2018/
https://people.inf.ethz.ch/omutlu/pub/X-MEM_Expressive-Memory-for-Rich-Cross-Layer-Abstractions_isca18-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/X-MEM_Expressive-Memory-for-Rich-Cross-Layer-Abstractions_isca18-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/X-MEM_Expressive-Memory-for-Rich-Cross-Layer-Abstractions_isca18-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/X-MEM_Expressive-Memory-for-Rich-Cross-Layer-Abstractions_isca18-lightning-talk.pdf
https://youtu.be/hasM-p7Ag_g


X-MeM Aids Many Optimizations



Expressive (Memory) Interfaces for GPUs
n Nandita Vijaykumar, Eiman Ebrahimi, Kevin Hsieh, Phillip B. Gibbons and Onur Mutlu,

"The Locality Descriptor: A Holistic Cross-Layer Abstraction to Express 
Data Locality in GPUs"
Proceedings of the 45th International Symposium on Computer Architecture (ISCA), 
Los Angeles, CA, USA, June 2018.
[Slides (pptx) (pdf)] [Lightning Talk Slides (pptx) (pdf)]
[Lightning Talk Video]
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https://people.inf.ethz.ch/omutlu/pub/LocalityDescriptor-Cross-Layer-GPU-Data-Locality-Abstraction_isca18.pdf
http://iscaconf.org/isca2018/
https://people.inf.ethz.ch/omutlu/pub/LocalityDescriptor-Cross-Layer-GPU-Data-Locality-Abstraction_isca18-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/LocalityDescriptor-Cross-Layer-GPU-Data-Locality-Abstraction_isca18-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/LocalityDescriptor-Cross-Layer-GPU-Data-Locality-Abstraction_isca18-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/LocalityDescriptor-Cross-Layer-GPU-Data-Locality-Abstraction_isca18-lightning-talk.pdf
https://youtu.be/M_0qvO97_hM


Heterogeneous-Reliability Memory
n Yixin Luo, Sriram Govindan, Bikash Sharma, Mark Santaniello, Justin Meza, Aman

Kansal, Jie Liu, Badriddine Khessib, Kushagra Vaid, and Onur Mutlu,
"Characterizing Application Memory Error Vulnerability to Optimize 
Data Center Cost via Heterogeneous-Reliability Memory"
Proceedings of the 44th Annual IEEE/IFIP International Conference on 
Dependable Systems and Networks (DSN), Atlanta, GA, June 2014. [Summary] 
[Slides (pptx) (pdf)] [Coverage on ZDNet] 
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http://users.ece.cmu.edu/~omutlu/pub/heterogeneous-reliability-memory-for-data-centers_dsn14.pdf
http://2014.dsn.org/
http://users.ece.cmu.edu/~omutlu/pub/heterogeneous-reliability-memory_dsn14-summary.pdf
http://users.ece.cmu.edu/~omutlu/pub/heterogeneous-reliability-memory-for-data-centers_luo_dsn14-talk.pptx
http://users.ece.cmu.edu/~omutlu/pub/heterogeneous-reliability-memory-for-data-centers_luo_dsn14-talk.pdf
http://www.zdnet.com/how-good-does-memory-need-to-be-7000031853/


EDEN: Data-Aware Efficient DNN Inference
n Skanda Koppula, Lois Orosa, A. Giray Yaglikci, Roknoddin Azizi, Taha Shahroodi, 

Konstantinos Kanellopoulos, and Onur Mutlu,
"EDEN: Enabling Energy-Efficient, High-Performance Deep Neural Network 
Inference Using Approximate DRAM"
Proceedings of the 52nd International Symposium on Microarchitecture (MICRO), 
Columbus, OH, USA, October 2019.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Poster (pptx) (pdf)]
[Lightning Talk Video (90 seconds)]
[Full Talk Lecture (38 minutes)]
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https://people.inf.ethz.ch/omutlu/pub/EDEN-efficient-DNN-inference-with-approximate-memory_micro19.pdf
http://www.microarch.org/micro52/
https://people.inf.ethz.ch/omutlu/pub/EDEN-efficient-DNN-inference-with-approximate-memory_micro19-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/EDEN-efficient-DNN-inference-with-approximate-memory_micro19-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/EDEN-efficient-DNN-inference-with-approximate-memory_micro19-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/EDEN-efficient-DNN-inference-with-approximate-memory_micro19-lightning-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/EDEN-efficient-DNN-inference-with-approximate-memory_micro19-poster.pptx
https://people.inf.ethz.ch/omutlu/pub/EDEN-efficient-DNN-inference-with-approximate-memory_micro19-poster.pdf
https://www.youtube.com/watch?v=oS-bKY75gXQ
https://www.youtube.com/watch?v=B5E95OPTlaw


SMASH: SW/HW Indexing Acceleration
n Konstantinos Kanellopoulos, Nandita Vijaykumar, Christina Giannoula, 

Roknoddin Azizi, Skanda Koppula, Nika Mansouri Ghiasi, Taha Shahroodi, Juan 
Gomez-Luna, and Onur Mutlu,
"SMASH: Co-designing Software Compression and Hardware-
Accelerated Indexing for Efficient Sparse Matrix Operations"
Proceedings of the 52nd International Symposium on 
Microarchitecture (MICRO), Columbus, OH, USA, October 2019.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Poster (pptx) (pdf)]
[Lightning Talk Video (90 seconds)]
[Full Talk Lecture (30 minutes)]
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https://people.inf.ethz.ch/omutlu/pub/SMASH-sparse-matrix-software-hardware-acceleration_micro19.pdf
http://www.microarch.org/micro52/
https://people.inf.ethz.ch/omutlu/pub/SMASH-sparse-matrix-software-hardware-acceleration_micro19-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/SMASH-sparse-matrix-software-hardware-acceleration_micro19-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/SMASH-sparse-matrix-software-hardware-acceleration_micro19-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/SMASH-sparse-matrix-software-hardware-acceleration_micro19-lightning-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/SMASH-sparse-matrix-software-hardware-acceleration_micro19-poster.pptx
https://people.inf.ethz.ch/omutlu/pub/SMASH-sparse-matrix-software-hardware-acceleration_micro19-poster.pdf
https://www.youtube.com/watch?v=VN0PQ5zgLGg
https://www.youtube.com/watch?v=LWYVQ3o_SdU


Rethinking Virtual Memory
n Nastaran Hajinazar, Pratyush Patel, Minesh Patel, Konstantinos Kanellopoulos, Saugata 

Ghose, Rachata Ausavarungnirun, Geraldo Francisco de Oliveira Jr., Jonathan Appavoo, 
Vivek Seshadri, and Onur Mutlu,
"The Virtual Block Interface: A Flexible Alternative to the Conventional Virtual 
Memory Framework"
Proceedings of the 47th International Symposium on Computer Architecture (ISCA), 
Valencia, Spain, June 2020.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[ARM Research Summit Poster (pptx) (pdf)]
[Talk Video (26 minutes)]
[Lightning Talk Video (3 minutes)]
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https://people.inf.ethz.ch/omutlu/pub/VBI-virtual-block-interface_isca20.pdf
http://iscaconf.org/isca2020/
https://people.inf.ethz.ch/omutlu/pub/VBI-virtual-block-interface_isca20-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/VBI-virtual-block-interface_isca20-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/VBI-virtual-block-interface_isca20-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/VBI-virtual-block-interface_isca20-lightning-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/VBI-virtual-block-interface_isca20-ARM-Research-Summit-poster.pptx
https://people.inf.ethz.ch/omutlu/pub/VBI-virtual-block-interface_isca20-ARM-Research-Summit-poster.pdf
https://www.youtube.com/watch?v=7c6LgVrCwPo
https://youtu.be/04l-Zlaue0k


Many Interesting Things 
Are Happening Today 

in Computer Architecture

44



Many Interesting Things 
Are Happening Today 

in Computer Architecture
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Performance 
and 

Energy Efficiency



Intel Optane Persistent Memory (2019)

n Non-volatile main memory
n Based on 3D-XPoint Technology

46
https://www.storagereview.com/intel_optane_dc_persistent_memory_module_pmm

https://www.storagereview.com/intel_optane_dc_persistent_memory_module_pmm


PCM as Main Memory: Idea in 2009
n Benjamin C. Lee, Engin Ipek, Onur Mutlu, and Doug Burger,

"Architecting Phase Change Memory as a Scalable DRAM 
Alternative"
Proceedings of the 36th International Symposium on Computer 
Architecture (ISCA), pages 2-13, Austin, TX, June 2009. Slides 
(pdf)

47

http://users.ece.cmu.edu/~omutlu/pub/pcm_isca09.pdf
http://isca09.cs.columbia.edu/
http://users.ece.cmu.edu/~omutlu/pub/lee_isca09_talk.pdf


PCM as Main Memory: Idea in 2009
n Benjamin C. Lee, Ping Zhou, Jun Yang, Youtao Zhang, Bo Zhao, 

Engin Ipek, Onur Mutlu, and Doug Burger,
"Phase Change Technology and the Future of Main Memory"
IEEE Micro, Special Issue: Micro's Top Picks from 2009 Computer 
Architecture Conferences (MICRO TOP PICKS), Vol. 30, No. 1, 
pages 60-70, January/February 2010. 

48

https://users.ece.cmu.edu/~omutlu/pub/pcm_ieee_micro10.pdf
http://www.computer.org/micro/


Cerebras’s Wafer Scale Engine (2019)

49

Cerebras WSE               
1.2 Trillion transistors

46,225 mm2

Largest GPU               
21.1 Billion transistors

815 mm2

n The largest ML 
accelerator chip

n 400,000 cores 

NVIDIA TITAN V
https://www.anandtech.com/show/14758/hot-chips-31-live-blogs-cerebras-wafer-scale-deep-learning

https://www.cerebras.net/cerebras-wafer-scale-engine-why-we-need-big-chips-for-deep-learning/

https://www.anandtech.com/show/14758/hot-chips-31-live-blogs-cerebras-wafer-scale-deep-learning
https://www.cerebras.net/cerebras-wafer-scale-engine-why-we-need-big-chips-for-deep-learning/


UPMEM Processing-in-DRAM Engine (2019)

50

n Processing in DRAM Engine 
n Includes standard DIMM modules, with a large 

number of DPU processors combined with DRAM chips.

n Replaces standard DIMMs
q DDR4 R-DIMM modules

n 8GB+128 DPUs (16 PIM chips)
n Standard 2x-nm DRAM process

q Large amounts of compute & memory bandwidth

https://www.anandtech.com/show/14750/hot-chips-31-analysis-inmemory-processing-by-upmem
https://www.upmem.com/video-upmem-presenting-its-true-processing-in-memory-solution-hot-chips-2019/

https://www.anandtech.com/show/14750/hot-chips-31-analysis-inmemory-processing-by-upmem
https://www.upmem.com/video-upmem-presenting-its-true-processing-in-memory-solution-hot-chips-2019/


TESLA Full Self-Driving Computer (2019)

51

n ML accelerator: 260 mm2, 6 billion transistors, 
600 GFLOPS GPU, 12 ARM 2.2 GHz CPUs.

n Two redundant chips for better safety.

https://youtu.be/Ucp0TTmvqOE?t=4236

https://youtu.be/Ucp0TTmvqOE?t=4236


Google TPU Generation I (~2016)

52

Jouppi et al., “In-Datacenter Performance Analysis of a Tensor Processing Unit”, ISCA 2017.



Google TPU Generation II (2017)

53

https://www.nextplatform.com/2017/05/17/first-depth-look-googles-new-second-generation-tpu/

4 TPU chips
vs 1 chip in TPU1

High Bandwidth Memory 
vs DDR3

Floating point operations
vs FP16

45 TFLOPS per chip
vs 23 TOPS

Designed for training 
and inference
vs only inference



An Example Modern Systolic Array: TPU (II)
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Jouppi et al., “In-Datacenter Performance Analysis of a Tensor Processing Unit”, ISCA 2017.



An Example Modern Systolic Array: TPU (III)
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Many (Other) AI/ML Chips

n Alibaba
n Amazon
n Facebook
n Google
n Huawei
n Intel
n Microsoft
n NVIDIA
n Tesla
n Many Others and Many Startups…

n Many More to Come…
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Many (Other) AI/ML Chips

n Alibaba
n Amazon
n Facebook
n Google
n Huawei
n Microsoft
n NVIDIA
n Tesla
n Many Startups…

n Many More to Come…

57https://basicmi.github.io/AI-Chip/

https://basicmi.github.io/AI-Chip/


Many Interesting Things 
Are Happening Today 

in Computer Architecture
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Many Interesting Things 
Are Happening Today 

in Computer Architecture
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Reliability 
and 

Security



Security: RowHammer (2014)

60



The Story of RowHammer 
n One can predictably induce bit flips in commodity DRAM chips

q >80% of the tested DRAM chips are vulnerable

n First example of how a simple hardware failure mechanism 
can create a widespread system security vulnerability
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Row of Cells
Row
Row
Row
Row

Wordline

VLOWVHIGH
Victim Row

Victim Row
Hammered Row

Repeatedly reading a row enough times (before memory gets 
refreshed) induces disturbance errors in adjacent rows in 
most real DRAM chips you can buy today

OpenedClosed
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Modern DRAM is Prone to Disturbance Errors

Flipping Bits in Memory Without Accessing Them: An Experimental Study of DRAM 
Disturbance Errors, (Kim et al., ISCA 2014)

http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf


86%
(37/43)

83%
(45/54)

88%
(28/32)

A company B company C company

Up to
1.0×107

errors 

Up to
2.7×106

errors 

Up to
3.3×105

errors 
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Most DRAM Modules Are Vulnerable

Flipping Bits in Memory Without Accessing Them: An Experimental Study of DRAM 
Disturbance Errors, (Kim et al., ISCA 2014)

http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf


One Can Take Over an Otherwise-Secure System

64

Exploiting the DRAM rowhammer bug to 
gain kernel privileges (Seaborn, 2015)

Flipping Bits in Memory Without Accessing Them: 
An Experimental Study of DRAM Disturbance Errors
(Kim et al., ISCA 2014)

http://googleprojectzero.blogspot.com/2015/03/exploiting-dram-rowhammer-bug-to-gain.html
http://users.ece.cmu.edu/~omutlu/pub/dram-row-hammer_isca14.pdf


Security: RowHammer (2014)
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RowHammer: Five Years Ago…

66

n Yoongu Kim, Ross Daly, Jeremie Kim, Chris Fallin, Ji Hye Lee, Donghyuk
Lee, Chris Wilkerson, Konrad Lai, and Onur Mutlu,
"Flipping Bits in Memory Without Accessing Them: An 
Experimental Study of DRAM Disturbance Errors"
Proceedings of the 41st International Symposium on Computer 
Architecture (ISCA), Minneapolis, MN, June 2014. 
[Slides (pptx) (pdf)] [Lightning Session Slides (pptx) (pdf)] [Source Code 
and Data]

https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_isca14.pdf
http://cag.engr.uconn.edu/isca2014/
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_talk_isca14.pptx
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_talk_isca14.pdf
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_lightning-talk_isca14.pptx
https://people.inf.ethz.ch/omutlu/pub/dram-row-hammer_kim_lightning-talk_isca14.pdf
https://github.com/CMU-SAFARI/rowhammer


RowHammer: Now and Beyond…
n Onur Mutlu and Jeremie Kim,

"RowHammer: A Retrospective"
IEEE Transactions on Computer-Aided Design of Integrated 
Circuits and Systems (TCAD) Special Issue on Top Picks in 
Hardware and Embedded Security, 2019.
[Preliminary arXiv version]
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https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=43
https://arxiv.org/pdf/1904.09724.pdf


RowHammer in 2020 (I)
n Jeremie S. Kim, Minesh Patel, A. Giray Yaglikci, Hasan Hassan, 

Roknoddin Azizi, Lois Orosa, and Onur Mutlu,
"Revisiting RowHammer: An Experimental Analysis of Modern 
Devices and Mitigation Techniques"
Proceedings of the 47th International Symposium on Computer 
Architecture (ISCA), Valencia, Spain, June 2020.
[Slides (pptx) (pdf)]
[Lightning Talk Slides (pptx) (pdf)]
[Talk Video (20 minutes)]
[Lightning Talk Video (3 minutes)]
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https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20.pdf
http://iscaconf.org/isca2020/
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/Revisiting-RowHammer_isca20-lightning-talk.pdf
https://youtu.be/Lqxc4_ToMUw
https://youtu.be/wDhqi3f1a3Q


RowHammer in 2020 (II)
n Pietro Frigo, Emanuele Vannacci, Hasan Hassan, Victor van der 

Veen, Onur Mutlu, Cristiano Giuffrida, Herbert Bos, and Kaveh Razavi,
"TRRespass: Exploiting the Many Sides of Target Row Refresh"
Proceedings of the 41st IEEE Symposium on Security and 
Privacy (S&P), San Francisco, CA, USA, May 2020.
[Slides (pptx) (pdf)]
[Talk Video (17 minutes)]
[Source Code]
[Web Article]
Best paper award.
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https://people.inf.ethz.ch/omutlu/pub/rowhammer-TRRespass_ieee_security_privacy20.pdf
https://www.ieee-security.org/TC/SP2020/
https://people.inf.ethz.ch/omutlu/pub/rowhammer-TRRespass_ieee_security_privacy20-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/rowhammer-TRRespass_ieee_security_privacy20-talk.pdf
https://www.youtube.com/watch?v=u2C0prK-w7Q
https://github.com/vusec/trrespass
https://www.vusec.net/projects/trrespass/


RowHammer in 2020 (III)
n Lucian Cojocar, Jeremie Kim, Minesh Patel, Lillian Tsai, Stefan Saroiu, 

Alec Wolman, and Onur Mutlu,
"Are We Susceptible to Rowhammer? An End-to-End 
Methodology for Cloud Providers"
Proceedings of the 41st IEEE Symposium on Security and 
Privacy (S&P), San Francisco, CA, USA, May 2020.
[Slides (pptx) (pdf)]
[Talk Video (17 minutes)]
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https://people.inf.ethz.ch/omutlu/pub/rowhammer-vulnerability-testing-methodology-for-cloud_ieee_security_privacy20.pdf
https://www.ieee-security.org/TC/SP2020/
https://people.inf.ethz.ch/omutlu/pub/rowhammer-vulnerability-testing-methodology-for-cloud_ieee_security_privacy20-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/rowhammer-vulnerability-testing-methodology-for-cloud_ieee_security_privacy20-talk.pdf
https://www.youtube.com/watch?v=XP1SvxmJoHE


Security: Meltdown and Spectre (2018)

71Source: J. Masters, Redhat, FOSDEM 2018 keynote talk.



Meltdown and Spectre

n Someone can steal secret data from the system even though 
q your program and data are perfectly correct and 
q your hardware behaves according to the specification and
q there are no software vulnerabilities/bugs

n Why?
q Speculative execution leaves traces of secret data in the 

processor’s cache (internal storage)
n It brings data that is not supposed to be brought/accessed if there 

was no speculative execution
q A malicious program can inspect the contents of the cache to 

“infer” secret data that it is not supposed to access
q A malicious program can actually force another program to 

speculatively execute code that leaves traces of secret data
72



More on Meltdown/Spectre Vulnerabilities

73Source: https://googleprojectzero.blogspot.ch/2018/01/reading-privileged-memory-with-side.html

https://googleprojectzero.blogspot.ch/2018/01/reading-privileged-memory-with-side.html


Many Interesting Things 
Are Happening Today 

in Computer Architecture
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Many Interesting Things 
Are Happening Today 

in Computer Architecture
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More Demanding Workloads



New Genome Sequencing Technologies

76

Senol Cali+, “Nanopore Sequencing Technology and Tools for Genome 
Assembly: Computational Analysis of the Current State, Bottlenecks 
and Future Directions,” Briefings in Bioinformatics, 2018.
[Preliminary arxiv.org version]

Oxford Nanopore MinION

Data → performance & energy bottleneck

https://arxiv.org/pdf/1711.08774.pdf


Why Do We Care? An Example

77
Source: https://nanoporetech.com/about-us/news/200-oxford-nanopore-sequencers-have-left-uk-china-support-rapid-near-sample

https://nanoporetech.com/about-us/news/200-oxford-nanopore-sequencers-have-left-uk-china-support-rapid-near-sample


Genome 
Analysis

A C T T A G C A C T

0 1 2

A 1 0 1 2

C 2 1 0 1 2

T 2 1 0 1 2

A 2 1 2 1 2

G 2 2 2 1 2

A 3 2 2 2 2

A 3 3 3 2 3

C 4 3 3 2 3

T 4 4 3 2

T 5 4 3

Short Read

... ...
Reference Genome

Read 
Alignment

        CC T AT AAT ACG
C
C
A
T
A
T
A
T
A
C
G

TATATATACGTACTAGTACGT

ACGACTTTAGTACGTACGT
TATATATACGTACTAGTACGT

ACGTACG CCCCTACGTA

ACGACTTTAGTACGTACGT
TATATATACGTACTAAAGTACGT

CCCCCCTATATATACGTACTAGTACGT

TATATATACGTACTAGTACGT

TATATATACGTACTAGTACGT

ACG TTTTTAAAACGTA

ACGACGGGGAGTACGTACGT

Billions of Short Reads

1 2Sequencing Read Mapping
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Data → performance & energy bottleneck



GateKeeper: FPGA-Based Alignment Filtering
n Mohammed Alser, Hasan Hassan, Hongyi Xin, Oguz Ergin, Onur 

Mutlu, and Can Alkan
"GateKeeper: A New Hardware Architecture for 
Accelerating Pre-Alignment in DNA Short Read Mapping"
Bioinformatics, [published online, May 31], 2017.
[Source Code]
[Online link at Bioinformatics Journal]
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https://people.inf.ethz.ch/omutlu/pub/gatekeeper_FPGA-genome-prealignment-accelerator_bionformatics17.pdf
http://bioinformatics.oxfordjournals.org/
https://github.com/BilkentCompGen/GateKeeper
https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btx342


In-Memory DNA Sequence Analysis
n Jeremie S. Kim, Damla Senol Cali, Hongyi Xin, Donghyuk Lee, Saugata Ghose, 

Mohammed Alser, Hasan Hassan, Oguz Ergin, Can Alkan, and Onur Mutlu,
"GRIM-Filter: Fast Seed Location Filtering in DNA Read Mapping Using 
Processing-in-Memory Technologies"
BMC Genomics, 2018.
Proceedings of the 16th Asia Pacific Bioinformatics Conference (APBC), 
Yokohama, Japan, January 2018.
arxiv.org Version (pdf)
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http://www.biomedcentral.com/bmcgenomics/
http://apbc2018.bio.keio.ac.jp/
https://arxiv.org/pdf/1711.01177.pdf


GenASM: Fast Approximate String Matching

81



More on Genome Analysis: Another Lecture
n Onur Mutlu,

"Accelerating Genome Analysis: A Primer on an Ongoing Journey"
Keynote talk at 2nd Workshop on Accelerator Architecture in Computational Biology and 

Bioinformatics (AACBB), Washington, DC, USA, February 2019.

[Slides (pptx)(pdf)]

[Video]

82https://www.youtube.com/watch?v=hPnSmfwu2-A

https://people.inf.ethz.ch/omutlu/pub/onur-AcceleratingGenomeAnalysis-AACBB-Keynote-Feb-16-2019-FINAL.pptx
https://aacbb-workshop.github.io/
https://people.inf.ethz.ch/omutlu/pub/onur-AcceleratingGenomeAnalysis-AACBB-Keynote-Feb-16-2019-FINAL.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-AcceleratingGenomeAnalysis-AACBB-Keynote-Feb-16-2019-FINAL.pdf
https://www.youtube.com/watch?v=hPnSmfwu2-A
https://www.youtube.com/watch?v=hPnSmfwu2-A


Data Overwhelms Modern Machines 

In-Memory Data Analytics 
[Clapp+ (Intel), IISWC’15;  
Awan+, BDCloud’15]

Datacenter Workloads 
[Kanev+ (Google), ISCA’15]

In-memory Databases 
[Mao+, EuroSys’12; 
Clapp+ (Intel), IISWC’15]

Graph/Tree Processing 
[Xu+, IISWC’12; Umuroglu+, FPL’15]

Data → performance & energy bottleneck
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Chrome
Google’s web browser

TensorFlow Mobile
Google’s machine learning 

framework

Video Playback
Google’s video codec

Video Capture
Google’s video codec

Data Overwhelms Modern Machines 

Data → performance & energy bottleneck



n Amirali Boroumand, Saugata Ghose, Youngsok Kim, Rachata Ausavarungnirun, Eric Shiu, Rahul 
Thakur, Daehyun Kim, Aki Kuusela, Allan Knies, Parthasarathy Ranganathan, and Onur Mutlu,
"Google Workloads for Consumer Devices: Mitigating Data Movement Bottlenecks"
Proceedings of the 23rd International Conference on Architectural Support for Programming 
Languages and Operating Systems (ASPLOS), Williamsburg, VA, USA, March 2018.
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62.7% of the total system energy 
is spent on data movement

Data Movement Overwhelms Modern Machines 

https://people.inf.ethz.ch/omutlu/pub/Google-consumer-workloads-data-movement-and-PIM_asplos18.pdf
https://www.asplos2018.org/


Many Interesting Things 
Are Happening Today 

in Computer Architecture
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Many Novel Concepts Investigated Today
n New Computing Paradigms (Rethinking the Full Stack)

q Processing in Memory, Processing Near Data
q Neuromorphic Computing
q Fundamentally Secure and Dependable Computers

n New Accelerators (Algorithm-Hardware Co-Designs)
q Artificial Intelligence & Machine Learning
q Graph Analytics
q Genome Analysis

n New Memories and Storage Systems
q Non-Volatile Main Memory
q Intelligent Memory
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Increasingly Demanding Applications
n Dream, and they will come
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Increasingly Diverging/Complex Tradeoffs

89

Dally, HiPEAC 2015



Increasingly Diverging/Complex Tradeoffs

90

Dally, HiPEAC 2015

A memory access consumes ~1000X 
the energy of a complex addition 



Increasingly Complex Systems

Past systems

91

Microprocessor Main Memory Storage (SSD/HDD)



Increasingly Complex Systems
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(General Purpose) GPUs

Heterogeneous
Processors and 

Accelerators

Hybrid Main Memory

Persistent Memory/Storage

FPGAs

Modern systems



Computer Architecture Today 
n Computing landscape is very different from 10-20 years ago

n Applications and technology both demand novel architectures

93

General Purpose GPUs

Heterogeneous
Processors and 

Accelerators

Hybrid Main Memory

Persistent Memory/Storage

Every component and its 
interfaces, as well as

entire system designs
are being re-examined



Computer Architecture Today (II)
n You can revolutionize the way computers are built, if you 

understand both the hardware and the software (and 
change each accordingly)

n You can invent new paradigms for computation, 
communication, and storage

n Recommended book: Thomas Kuhn, “The Structure of 
Scientific Revolutions” (1962)
q Pre-paradigm science: no clear consensus in the field
q Normal science: dominant theory used to explain/improve 

things (business as usual); exceptions considered anomalies
q Revolutionary science: underlying assumptions re-examined
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Computer Architecture Today (II)
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change each accordingly)

n You can invent new paradigms for computation, 
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Scientific Revolutions” (1962)
q Pre-paradigm science: no clear consensus in the field
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things (business as usual); exceptions considered anomalies
q Revolutionary science: underlying assumptions re-examined
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Takeaways
n It is an exciting time to be understanding and designing 

computing architectures

n Many challenging and exciting problems in platform design
q That no one has tackled (or thought about) before
q That can have huge impact on the world’s future

n Driven by huge hunger for data (Big Data), new applications 
(ML/AI, graph analytics, genomics), ever-greater realism, …
q We can easily collect more data than we can analyze/understand

n Driven by significant difficulties in keeping up with that 
hunger at the technology layer
q Five walls: Energy, reliability, complexity, security, scalability
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The Role of This Course

97



Seminar in Comp Arch

n We will cover fundamental and cutting-edge research 
papers in computer architecture

n Multiple components that are aimed at improving students’ 
q technical skills in computer architecture
q critical thinking and analysis
q technical presentation of concepts and papers 

n in both spoken and written forms
q familiarity with key research directions

98



Key Goal

(Learn how to) 
rigorously 

analyze, present, discuss 
papers and ideas 

in computer architecture
99



Steps to Achieve the Key Goal
n Steps for the Presenter

q Read
q Absorb, read more (other related works)
q Critically analyze; think; synthesize
q Prepare a clear and rigorous talk
q Present
q Answer questions
q Analyze and synthesize (in meeting, after, and at course end)

n Steps for the Participants
q Discuss
q Ask questions
q Analyze and synthesize (in meeting, after, and at course end)

100



Topics of Papers and Discussion
n hardware security; 
n architectural acceleration mechanisms for key applications 

like machine learning, graph processing and bioinformatics;
n memory systems; 
n interconnects; 
n processing inside memory; 
n various fundamental and emerging ideas/paradigms in 

computer architecture; 
n hardware/software co-design and cooperation; 
n fault tolerance; 
n energy efficiency; 
n heterogeneous and parallel systems; 
n new execution models, etc.
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Recap: Some Goals of This Course
n Teach/enable/empower you to:

q Think critically

q Think broadly

q Learn how to understand, analyze and present papers and ideas

q Get familiar with key first steps in research

q Get familiar with key research directions
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The Virtuous Cycle of Scientific Progress

103

Read/critique
papers;

understand
problems

Question,
Brainstorm

Develop new, 
out-of-the-box

ideas

Collaborate,
work hard

Do great
research

and publish
(educate others

and more)



Course Info and Logistics
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Course Info: Who Are We?

n Onur Mutlu
q Full Professor @ ETH Zurich ITET (INFK), since September 2015

q Strecker Professor @ Carnegie Mellon University ECE/CS, 2009-2016, 2016-…

q PhD from UT-Austin, worked at Google, VMware, Microsoft Research, Intel, AMD

q https://people.inf.ethz.ch/omutlu/

q omutlu@gmail.com (Best way to reach me)

q https://people.inf.ethz.ch/omutlu/projects.htm

n Research and Teaching in:
q Computer architecture, computer systems, hardware security, bioinformatics

q Memory and storage systems

q Hardware security, safety, predictability

q Fault tolerance

q Hardware/software cooperation

q Architectures for bioinformatics, health, medicine

q … 
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https://people.inf.ethz.ch/omutlu/
mailto:omutlu@gmail.com
https://people.inf.ethz.ch/omutlu/projects.htm


Course Info: Who Are We?
n Instructors:

q Dr. Mohammed Alser
n Teaching Assistants 

q Dr. Jisung Park, 
q Dr. Jawad Haj-Yahya, 
q Dr. Lois Orosa,
q Haiyu Mao
q Rahul Bera, 
q João Dinis Ferreira,
q Geraldo Francisco, 
q Can Firtina, 

n Get to know them and their research
n They will be your mentors – you will have to meet them at 

least twice before your presentations
106

q Dr. Juan Gomez Luna

q Hasan Hassan,
q Konstantinos Kanellopoulos,
q Jeremie Kim, 
q Nika Mansouri
q Minesh Patel,
q Gagandeep Singh, 
q Kosta Stojiljkovic, 
q Giray Yaglikci



Course Requirements and Expectations
n Attendance required for all meetings
n Each student presents one paper

q Prepare for presentation with engagement from the mentor
q Full presentation + questions + discussion

n Non-presenters participate during the meeting
q Ask questions, contribute thoughts/ideas
q Better if you read/skim the paper beforehand

n Non-presenters take an online short quiz after each session
q 5 MCQs for each presentation (2 hours to submit)

n Everyone comments on papers in the online review system
q After presentation

n Write synthesis report at the end of semester 
q (sample synthesis report online) 107



Course Website

n https://safari.ethz.ch/architecture_seminar/fall2020

n All course materials to be posted

n Plus other useful information for the course

n Check frequently for announcements and due dates

108

https://safari.ethz.ch/architecture_seminar/fall2020


Homework 0
n Due September 24

q https://safari.ethz.ch/architecture_seminar/fall2020

n Information about yourself

n All future grading is predicated on homework 0

n If it is not submitted on time, we cannot schedule you for a 
presentation.
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https://safari.ethz.ch/architecture_seminar/fall2020


Paper Review Preferences
n Due September 24

n Check the website for instructions

n If it is not submitted on time, we cannot schedule you for a 
presentation.

110



How to Deliver a Good Talk
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Anatomy of a Good Paper Review (Talk)
n 0: Title, Authors, Venue 
n 1: Summary

q What is the problem the paper is trying to solve? 
q What are the key ideas of the paper? Key insights?
q What are the key mechanisms? What is the implementation?
q What are the key results? Key conclusions?

n 2: Strengths (most important ones)
q Does the paper solve the problem well? Is it well written? …

n 3: Weaknesses (most important ones)
q This is where you should think critically. Every paper/idea has a 

weakness. This does not mean the paper is necessarily bad. It means 
there is room for improvement and future research can accomplish this. 

n 4: Thoughts/Ideas: Can you do better? Present your ideas.
n 5: Takeaways: What you learned/enjoyed/disliked? Why? 
n 6: Discussion starters and questions.
n Review should be short and concise (20 minutes or < one page)
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Suggested Paper Discussion Format

113

n Problem & Goal
n Key Ideas/solution
n Novelty
n Mechanisms & Implementation
n Major Results
n Takeaways/Conclusions

n Strengths
n Weaknesses
n Alternatives
n New ideas/problems
n Brainstorming and Discussion

~20-25 minute 
Summary

~10 min Critique
plus
~15 min Discussion



More Advice on Paper Review Talk
n When doing the paper reviews and analyses, be very critical

n Always think about better ways of solving the problem or 
related problems
q Question the problem as well
q Read background papers (both past and future)

n This is how things progress in science and engineering (or 
anywhere), and how you can make big leaps
q By critical analysis

n A few sample text reviews provided online
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Try to Avoid Rat Hole Discussions

115Source: https://www.cse.wustl.edu/~jain/iucee/ftp/k_10adp.pdf



Aside: A Recommended Book

116

Raj Jain, “The Art of 
Computer Systems 
Performance Analysis,” 
Wiley, 1991.



117

Raj Jain, “The Art of 
Computer Systems 
Performance Analysis,” 
Wiley, 1991.
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Raj Jain, “The Art of 
Computer Systems 
Performance Analysis,” 
Wiley, 1991.



More Advice on Talks
n Kayvon Fatahalian, “Tips for Giving Clear Talks”

q http://graphics.stanford.edu/~kayvonf/misc/cleartalktips.pdf
q Many useful and simple principles here 
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http://graphics.stanford.edu/~kayvonf/misc/cleartalktips.pdf


Who Painted This Painting?

120

Salvador Dali @ 1924

Source: http://www.museoreinasofia.es/en/collection/artwork/retrato-luis-bunuel-portrait-luis-bunuel http://salvadordaliprints.org/biography/



What About This?

121Source: http://salvadordaliprints.org/the-burning-giraffe/ https://www.dalipaintings.com/

Salvador Dali @ 1937

http://salvadordaliprints.org/the-burning-giraffe/
https://www.dalipaintings.com/


Takeaway

Learn the basic principles 
before you 

consciously choose to break them
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How to Participate

123



How to Make the Best Out of This?
n Come prepared à Read and critically evaluate the paper

n Think new ideas

n Bring discussion points and questions; read other papers

n Be critical

n Brainstorm – be open to new ideas 

n Pay attention and discuss+contribute

n Participate online before and after each meeting
124



Guided Talk Preparation

125



Preparing a Talk

Check your 
presentation date

Study your paper(s)

Create draft 
presentation

Meet advisor, 
get feedback
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Preparing a Talk: Start Early

n Preparing a good presentation 
takes time

n Start early!

Check your 
presentation date

Study your paper(s)

Create draft 
presentation

Meet advisor, 
get feedback

127



Preparing a Talk: Study Paper

n 3 ‘C’s of reading
q Carefully: look up terms, 

possibly read cited papers 
q Critically: find limitations, flaws 
q Creatively: think of improvements 

n Try examples by hand
n Try tools if available 

n Consult with TA if questions

Check your 
presentation date

Study your paper(s)

Create draft 
presentation

Meet advisor, 
get feedback
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Preparing a Talk: Create Draft

n Explain the motivation for the 
work 

n Clearly present the technical 
solution and results
q Include a demo if appropriate

n Outline limitations or 
improvements

n Focus on the key concepts
q Do not present all of the details

Check your 
presentation date

Study your paper(s)

Create draft 
presentation

Meet advisor, 
get feedback
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Preparing a Talk: Get Feedback

n Prepare for the meeting
q Schedule early
q Send slides in advance
q Write down questions

n Make sure you address feedback
q Take notes

n Meetings are mandatory!
q At least one week before the talk
q Two meetings

Check your 
presentation date

Study your paper(s)

Create draft 
presentation

Meet advisor, 
get feedback
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Grading and Feedback
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Grading Rubric
n Quality of your presentation (60%)

q How well did you understand the material? 
q How well did you present it? 
q How well did you answer the questions?
q Be prepared to explain technical terms 
q We will take into account the difficulty of the paper and the 

time you had to prepare.
n Quality of the final synthesis paper (30%)

q How well did you understand some of the papers presented 
during the seminar?

n Attendance & Quizzes (10%)
n Participation (during class and online) (BONUS 10%)

q Did you ask good questions? 
q Did you attend all sessions?
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Feedback
n We will try to (briefly) discuss strengths/weaknesses of 

your talk in class
q Let us know upfront if you would prefer not to

n You can arrange a meeting with your TA to get feedback
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Expected Schedule

134



Schedule

n We will meet once a week, with two presentations per session
q Next meeting next week
q Your presentations start on 8 October
q 22 presentations in total
q Each presentation 50 minutes including questions and discussion

n Paper assignment
q Will be done online
q Study the list of papers
q Check your email and be responsive
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Homework 0
n Due September 24

q https://safari.ethz.ch/architecture_seminar/fall2020

n Information about yourself

n All future grading is predicated on homework 0

n If it is not submitted on time, we cannot schedule you for a 
presentation.
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Paper Review Preferences
n Due September 24

n Check the website for instructions

n If it is not submitted on time, we cannot schedule you for a 
presentation.
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