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Chip Multiprocessors (CMPSs)

A CMPs provide multiple processing cores on a single chip

A Application must be split into threads which execute concurrently on multiple
cores

A Accesses to shared data must be synchronized
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Critical Sections & Mutual Exclusion

A Accesses to shared data are encapsulated inside critical sections

A Mutual Exclusion:
A Threads should not update shared data concurrently

A Onlyone thread can execute a critical section at a given time
A Critical sections are different from the serial part

Thread 1
Thread 1

Thread 2

Thread 2
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| With Faster Execution of the

Critical Sections We Can
Improve Performance'!




With Faster Execution of the

Critical Sections We Can
Improve Scalablility !
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Asymmetric Chip Multiprocessor (ACMP)

A ACS ishased on ACMP

A Serial part of an application is executed on one (or more) large core

A Parallel part of an application is executed on multiple small cores and the large
core

Asymmetric Chip Multiprocessors: Balancing Hardware Efficiency and
Programmer Efficiency

M. Aater Sulemant, Yale N. Patty
Eric Spranglei, Anwar Rohillahi, Anwar Ghuloum?, Doug Carmeant
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Accelerated Critical Sections (ACS)

A Selected critical sections and the serial part of an application are executed on
the large core

A Parallel part is executed on the small cores

A Goals:

A Improve performance
A Improve scalability
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Asymmetric Chip Multiprocessor (ACMP)

Large Core

Small Cores ﬂ Core not in Critical Section

a Core Iin Critical Section

P2

@ CscCALL request & CSDONE signa

P2 encounters a critical section
P2 sends a request for the lock
P2 acquires the lock

P2 executes critical section

P2 releases the lock

akhwbhE

Chip Interconnect
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Accelerated Critical Sections (ACS)

Large Core

Small Cores ﬂ Core not in Critical Section

a Core Iin Critical Section

P2

@ CscCALL request & CSDONE signa

P2 encounters a critical section
P2 sends CSCALL request to PO
CSRB receives request

PO executes critical section

PO sends CSDONE signal to P2

CSRB

akhwbhE

Chip Interconnect
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ISA Support & Compiler/Library Support

A 1SArequires two new instructions:

A CSCALL
A Arguments: CORE_ID, LOCK_ADDR, STACK_PTR, TARGET_PC

A CSRET
A Arguments: REQ CORE, LOCK_ADDR

A The compiler inserts CSCALL and CSRET
A CSCALL is insertedbeforedzmp d |1 ! bdr vj s f LJ
A CSRET is insertedafter dzmp d 1 | s f mf bt f LJ
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Hardware Support

A Interconnect Extensions
A To transfer the CSCALL request from a small core to the CSRB
A To transfer the CSDONE signal from the CSRB to the requesting small core

A Critical Section Request Buffer (CSRB)

A Only in the large core
A Number of entries = maximum number of concurrent CSCALL requests
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Challenges
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Challenge: False Serialization

A Access to critical section which are protected by different locks
A Fine-grained locking leads to false serialization

A Conventional CMP

T1

T2

Slowdown

A ACS

CS(X)

T1
T2
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Solutions: False Serialization

A Add more large cores

A Make large core capable of executing multiple critical sections concurrently,
using simultaneous multithreading (SMT)

A Selective Acceleration of Critical Sections (SEL)

A Estimate the occurrence of false serialization and adaptively decide whether to execute the
critical section on the large core
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Selective Acceleration of Critical Sections (SEL)

A Saturating counters to track false serialization
A Hash LOCK_ADDR to smaller number of sets
A Periodically reset ACS DISABLE bits

To large core

CSCALL (X) Critical Section
X Request Buffer
g CSCALL (X) (CSRB)

CSCALL (Y) at the large core

From small cores
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Challenge: Handling Nested Critical Sections

A Nested critical sections can cause deadlocks in ACS with SEL

CSCALL Request Program:
large core - - - - . small core A

ACS_DISABLE acquireLock(O)
A

o O:
) : acquireLock(l) m
' A
releaseLock(l)
Al 11
releaselLock(O)

~

A

O O]
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Solution: Handling Nested Ciritical Sections

A ACS doesnot convert any nested critical section into a CSCALL

A The compiler identifies the critical sections that can possibly become nested at
runtime using simple control -flow analysis
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Performance Trade -offs

A Faster critical sections vs. fewer threads

A One large core vs. more small cores
A Performance gained by accelerating critical sections vs. loss of throughput
ABt!'uiflovncfs!pg!dpsft!po!dijqg!jodsfbtftA
A Fractional loss in parallel performance decreases
A Contention increases -> Acceleration more beneficial

A CSCALL/CSDONE signals vs. lock acquire/release
A CSCALL/CSDONGHransfers vs. Cache-to-Cache transfers

A Cache misses due to private data vs. cache misses due to shared data
A Cache misses are reduced if shared data > private data
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Configuration of Simulated Machines

A Simulated on cycle-accurate x86 simulator

A Small cores are modeled after the Intel Pentium processor

A 3.3 million transistors
A In-order

A Large core is modeled after the Intel Pentium-M processor

A 14 million transistors

A Out-of-order
A 2-way Simultaneous Multithreading (SMT)
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Area equivalent Architectures (N = 16)

SCMP

A N small cores

Seminar in Computer Architecture

ACMP

A N-4 small cores

A 1 large core

ACS

A N-4 small cores
A 1 large core
A CSRB at large core
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Simulated Workloads

A 12 critical -section-intensive workloads (>1%)
A Coarsehsbjofe; !dzt? 21!'dsjujdbm!tfdujpot

A Fine-grained: > 10 critical sections

Seminar in Computer Architecture

Locks | Workload Description
ep Random number generator
1S Integer sort
Coarse | pagemine Data mining Kernel
puzzle 15-Puzzle game
qsort Quicksort
sqlite sqlite3 [3] database engine
tsp Traveling salesman prob.
iplookup IP packet routing
oltp-1 MySQL server [1]
Fine oltp-2 MySQL server [1]
specjbb JAVA business benchmark
webcache Cooperative web cache
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Evaluation

1. Evaluate performance on systems with the optimal number of threads for a
given area budget
A Area budget: 8, 16, 32
A Test all possible number of threads -> choose best

2. Evaluate performance on systems with maximum number of threads for a given
area budget
A Area budget (N): 8, 16, 32
A Maximum number of Threads: SCMP = N, ACMP = N2, ACS = N4

3. Impact of ACS on application scalability
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ACS Performs Well If More

Shared Data Than Private
Data Is Used or If the
Contention Is High




ACS Performs Better with
More Cores




For FiIne-Grained Workloads
ACS Performs Worse Than

for Coarse-Grained
Workloads
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