BlockHammer: Preventing RowHammer
at Low Cost by Blacklisting Rapidly
Accessed DRAM Rows

First presented at27" IEEE International Symposium on HRgrformance Computer Architecture, 2021

Authors:A.Giray, | € t, RihestPatel, JeremieS. Kimy, RoknoddinAzizt, AtaberkOlgurt, Lois Oros
Hasan HassdnJisungPark, Konstantinos Kanellopoufpdaha ShahroodiSaugataGhosé, OnurMutlu?

IETH Zirich 2University of lllinois at Urbam@&hampaign

Presented by: SofiBaniéls



Executive summary

A of DRAM chips causes increasing vulnerability to
RowHammer, but

A Current solutions often requite or internals

AFind and way to prevent RowHammer

A memory accesses that can causeflips

A all row activations anti RowHammer unsafe row accesses

A and potential attacker threads

AHardware complexity:
A Performance & energy consumpticit
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Increased

refresh

@ Increased refresh rate

What: refresh (all') DRAM rows more often to reduce probabillity of
successful bitflip

RowHammer (RH) Is getting worseannot prevent RH without unacceptable
performance loss and power consumption increase
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@ Reactive refresh

0 What: observes activations and reacts by refreshing potential victim rows
e.g.,TWICePARAProHITMRLo& /! ¢> [/ . ¢ZX X

Requires proprietary knowledge on DRAM internateeed to know which rows are
adjacent to aggressor rows

Faultyrows/cells/columns Differences in access latency of fastest & slowest cell

Wang,Minghua et al. 'DRAMDiga knowledgeassisted tool to uncover DRAM address mappi@§20 57th ACM/IEEE
Design Automation Conference (DAEEE, 2020.

Some are probabilistic methodslo not prevent RowHammer completely
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@ Physical isolatig _ /iready deteated

PTHammez 2 LJ02 RS LILIA Y 3}
Physical
What: separates physically sensmve 2Na soaton

pYtweefepRAN!
ows of user and kernel mode (CATT)

e.g., by adding buff

e.g., by separating

RowHammer Is getting worsave need to provide greater isolation

wastes memory capacity
reduces fraction of cells we can protect from RH

Requires proprietary knowledge on DRAM internafeed to know which rows are
adjacent to aggressor rows

Faultyrows/cells/columns Differences in access latency of fastest & slowest cell
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@ Current solutions to RowHammer
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@ Proactive throttling

Proactive
throttling

e.g., by linting number of accesses to a row within refresh window

What: limit repeated access to the same row
0 e.g., by stting a minimum access delay

Challenge: performance overhead
Will we delay every access?

Challenge: area overhead
How do you track the number of row activations?
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@ Current solutions to RowHammer

Increased
refresh
rate

Reactive
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@ In search of éetter solution

(7\ Efficient:low performance/area overhead

B Scalablewe want things to work in the future

@

Implementedwithout knowledge of or modificationto DRAM chip



@ Key ideaselectively throttieRowHammetike memory accesses by

@ Trackingactivation rates of all rows in an aredficient way

Y Using tracking data tthrottle RowHammer unsafe activations

IC |dentifying and limiting row activation rates of potential attacker
threads(minimizes performance degradation of benign threads)
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Goal 1:Trackwhich rows have been activated and how many times

@ Goal 2:Blacklist when activation rate exceeds blacklisting threshol

How can we do this are&fficiently?
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Recap: Bloom filter
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’P Question:does a set contain a certain element?

1 Main components:hash functions + bit array

Operations:insert, test, clear
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RecapBloomfilter
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CountingBloomfilter
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Rememberwe want to know how many times a row Is activated
(and blacklist it if activation rate > threshold)

@_ ldea: Counting Bloom filter (CBF)
= (tracks number of times an element is inserted into filter)
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CountingBloomfilter
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RowBlocker BL
(per DRAM bank)
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Rememberwe want to know how many times a row is activated
(and blacklist it if activation rate > threshold)
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@_ Idea; Unified Bloom filter (UBF)
= (tracks all elements inserted into filtduring specific time window
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— Unified Bloom filter:active + passive Bloom filter —

A Both insert all elements into filter
A Only active filter responds to test queries
A Active filter clears array at end of specified time interval (= epoch)

A Switch roles every epoch

Guaranteesho false negatives
when tested for elements inserted in the last two epochs
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RowBlocker HB

RowID | Timestamp Validbit

@ Goal 1:Track which rows were activated recently

Q Goal 2:Test If current row Is one of them

81



RowBlocker HB

RowID | Timestamp Validbit

"y What: circular firstin-first-out (FIFO) queue

o.* (stores record of rows activated in lagf,, time window)

Operations:insert, test, (update)
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AttackThrottler

Goal l:identify potential
attacker threads




1. Identifying (potential) attacker threa /

e @ How: RowHammer Likelihood Index (RHLI)

VOB O Mo d OO Qd Rihanad MU @SINEZRMD QEd VO Dwe Q
G4 OO Qadd O wQd RIHAR @D w6 QUEEP IR W cxdi A
RHLI =0 More and more
(benign - likely to induce
threads) bit-flip
Quantifies similarityd SU 6 SSy | InfeosyccasKphitierh R Q

and areal RowHammer attack



1. Identifying (potential) attacker threa /

e _~@f'_ ldea: 2 counters per <thread, bank> pair, used same
=" time-interleaving mechanism of-OBF

2 counters:active + passive counter
A¢CKNBIFIR | OuUAglIaSa oflFO1lfAaGSR NRS
A Only active counter is used to calculate RHLI

Awz2g. ft201SNI Of SFNA I OGAGS FAL 0SNJI
active counters in bank and switches roles

Calculates RHLI from rowkcklisted in last two epochs
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2. Limiting memory bandwidth usage {

e Y  Howod FLILX @Ay3 | dz2 dlight neonyireqdess R

Thread keepsactivating blacklisted row:
wl [ L Ay Qudl Hesr&des

v oo WP
LOED Y 00 O Threadreaches quota:
OFyQld YI 1S ySé YSYZ2
(until ongoing request is completed)

[ SaaSya YSY2NE ol YRGAROGK dzal 3!
memory bandwidth for benign threads
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3. Share info with the Operating Syste {

A

What: Share <thread, DRAM bank> RHLI values with OS

IC Goal:mitigate RH attack at software level
e.g., by killing odeschedulingttacker thread
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We compare BlockHammer with:

@ 7  Baseline system: no RH mitigation

m@ Three probabilistic mitigation mechanisms: PARBHITMRLoC

B  Three deterministic mitigation mechanisms: CBWiCe Graphene
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1. Hardware complexity analysis

Energy § Power
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1. Hardware complexity analysis
RowHammer threshold 32K

@ APARAPROHIIMRLodh S E (i NB Yefitiedit (Heddisé¢ probabilistic)
AGraphene <3WiCe BlockHammer < CBT
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1. Hardware complexity analysis
RowHammer threshold 32K

RowHammer threshold 1K

AGraphene x28.5TWiCE34.5, CBT x1917 BlockHammer x11.2

ANew order; Graphene < BlockHammer ¥#/iCK< CBT
A BlockHammer is catching up!
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1. Hardware complexity analysis

‘_ Conclusion 1BlockHammer imnore scalabléghan other
@ RowHammer mitigation mechanisms

Conclusion 2Graphenemostly w2 g1 I YYSNJ gAff 3.
‘- 6SGGSNI GKFY . f 2nybd <1RRXGrEemKat 9.6K)
F2N) y2¢ | (G ©Grapheieidoes notscale as welll
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2. Performance & energy consumption

@ @ Singlecore system

performance
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B PARA
EA ProHit

B2 MRLoc

= CBT

B TWiCe

BE= Graphene
Bl BlockHammer

2. Performance & energy consumpt
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BlockHammer has no performance or energy overhead for sing

core benign applications




2. Performance & energy consumption

@ Eightcore system

performance
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Performance & energy consumption
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2. Performance & energy consumption

o "

i Scalability

=» \Without RH attack
-» \With RH attack
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2. Performance & energy consumption

higher = better  higher = better  lower = better lower = better

BlockHammer has negligible performance and energy consumpt

overheads and still does if RH worsens (when no attack is prese



