ABSTRACT

The evolution of DRAM technology has been driven by capacity and bandwidth during the last decade. In contrast, DRAM access latency stays relatively constant and is trending to increase. Much efforts have been devoted to tolerate memory access latency but these techniques have reached the point of diminishing returns. Having shorter bitline and wordline length in a DRAM device will reduce the access latency. However by doing so it will impact the array efficiency. In the mainstream market, manufacturers are not willing to trade capacity for latency. Prior works had proposed hybrid-bitline DRAM design to overcome this problem. However, those methods are either intrusive to the circuit and layout of the DRAM design, or there is no direct way to migrate data between the fast and slow levels.

In this paper, we proposed a novel asymmetric DRAM with capability to perform low cost data migration between subarrays. Having this design we determined a simple management mechanism and explored many management related policies. We showed that with this new design and our simple management technique we could achieve 7.25% and 11.77% performance improvement in single- and multi-programming workloads, respectively, over a system with traditional homogeneous DRAM. This gain is above 80% of the potential performance gain of a system based on a hypothetical DRAM which is made out of short bitlines entirely.

1. INTRODUCTION

In the evolution of DRAM technology, the demand for lower-price and larger-capacity products has long been an important driving force behind the trend. Therefore, much effort has been put on optimizing DRAM technology scaling and design in order to pack more bits onto a single chip. Within the last decade, this trend has pushed more than eight times growth in single chip DRAM capacity. The current state of the art single chip DRAM has reached 8 giga-bits capacity [1].

During the same period, we observed two very different growth rates in DRAM bandwidth and latency. DRAM bandwidth increased approximately 100 times over the last decade [2]. This incredible number is achieved by the introduction of synchronous interface, higher frequency and increased parallelism (e.g. number of memory channels and banks). On the other hand, DRAM latency didn’t improve much. There are many factors that hold back the reduction in DRAM latency. One that will be the focus of this paper is the trade-off with DRAM chip capacity.

To mitigate the growing memory latency, designers have resorted to latency tolerating micro-architectural techniques such as speculative out-of-order execution and average latency reduction methods of multiple levels of caching. However, these approaches have reached a point of diminishing return and they tend to increase memory bandwidth leading to higher power. Caching is effective in reducing the average memory access time. But it costs silicon area and standby power. Caching also creates design complexity and overhead when multiple cores need to synchronize their cache contents. Lowering the DRAM latency directly will tend to alleviate some of the pressures at the processor end.

It is well known that DRAM stores data in charge form and reading of the data is done by sensing the voltage difference created by charge sharing. As a result, a big portion of the latency is attributed to how fast the voltage can be developed after charge sharing. With cell capacitance being relative constant, the bitline capacitance determined the initial voltage difference after access transistor is activated. Both the initial voltage and the bitline capacitance contribute to how fast the sense amplifier can reach the final result. In order to get high cell density, the number of cells on a bitline has been increasing thus limiting the DRAM access latency from going lower. There are niche DRAMS such as RLDRAM [3] which has lower latency but it pays with a large area penalty. It is, thus, desirable to investigate means to reduce DRAM latency without sacrificing much density.

Previous work [4, 5] has proposed two possible hybrid-
bitline architectures to reduce the latency of commodity DRAM. The basic idea behind them is to mix both low latency low density subarrays with long latency but high density subarrays on the same DRAM chip. The goal is to maintain reasonable density while reducing average latency.

In asymmetric-subarray DRAM [4], DRAM subarrays are rigidly arranged into two levels. A smaller level adopts the low-latency design in order to speed up accesses of frequently accessed data, while not imposing much impact on the total chip capacity. The shortcoming of this method is that there is no direct migration mechanism between fast and slow levels. Its performance gain depends heavily on a static policy of data arrangement. Without comprehensive information about a workload it is unlikely to achieve its full potential.

In TL-DRAM [5], each DRAM subarray is separated into fast and slow segments by a row of switches. When switches are turned off, only the shorter segments are seen by sense amplifiers. Shorter bitlines imply lighter load resulting in shorter access latency. The challenge of this method is that transistors used as switches to segment bitlines cannot be the same as the transistors used to access cell capacitors which are much denser. Inserting these segmenting transistors in the core array may result in the violation of layer density rules. Moreover they will add large resistance to bitlines which will increase restore time and may impact the functionality of cells on the long segments.

Our main goal is to provide a way to migrate data between fast and slow levels in asymmetric-subarray DRAM. Previous work, RowClone [6], provides a mean to move rows around within a subarray only. However moving data between subarrays using the narrow global datapath is expensive. For example, the datapath width for a modern DRAM chip with 8b I/O width (x8) is 64 while each row has 8K bits. To transfer all bits in a row across a 64b width path will take 128 cycles.

In this paper, we propose a hybrid-bitline DRAM design which provides a low overhead row migration mechanism. This row migration mechanism could be used to support other usages such a partial power down. Employing our design we can perform direct row migration between fast and slow levels in asymmetric-subarray DRAM. With our lightweight row migration mechanism, we could apply dynamic data management method to make the asymmetric-subarray DRAM adaptive to a variety of different workloads. The following are our main contributions.

1. We propose a novel hybrid-bitline DRAM design supporting lightweight row migration. The row migration mechanism exploits shared sense amplifiers between subarrays, and requires only minimum modification to current DRAM structures with insignificant area overhead. Our design features large fast level capacity, 1/8 of total DRAM capacity, and only costs 6.6% area overhead.

2. We propose a hardware based exclusive cache management solution utilizing the new hybrid bitline DRAM with low cost swapping capability. Exclusive caching avoids capacity loss (data duplication) and is more favorable in large fast level situations. Our lightweight row migration mechanism allows frequently used data to stay in the fast level longer. We further show that the large fast level simplifies the caching policy, e.g., replacement and promotion policies, which makes the proposed DRAM design more suitable for practical use.

3. Our proposed design and management achieves up to 28% performance improvement for single programming workloads. This gain is over 95% of the hypothetrical potential of a reduced latency DRAM.

2. BACKGROUND

In this section, we describe the modern DRAM architecture to gain better understanding of design constraints of a DRAM chip. It will also explain some of the timing parameters for row migration describe in later sections.

2.1 DRAM Device Organization

Figure 1a shows the circuit diagram of a DRAM cell. Each DRAM cell consists of a capacitor and a transistor. The capacitor is used to store the charge difference and the transistor acts as the switch between the capacitor and the bitline. The transistor is controlled by the row logic through a wordline. When the voltage of a wordline raises, it turns on the transistor causing the voltage difference signal stored in the capacitor to release into the bitline. On each bitline, there is a circuit called a sense amplifier that amplifies this small voltage difference that is diluted by the capacitance of a bitline, and drives it back to the correct voltage level. Each sense amplifier is associated with a column address, and could be accessed by the column logic of the bank.

Figure 1b shows the structure of a modern DRAM device (a DRAM chip). For each DRAM device, there is a group of centralized I/O pads that receive or transmit command/data signals through the external memory bus. Then, the commands and data are decoded and forwarded to the corresponding bank unit according to the address signal. Each bank consists of a two dimensional array of DRAM cells, and peripheral logic that controls the cell-array. The peripheral logic could be separated into row and column circuits. The function of row logic is to select a row in the two dimensional cell-array, and then column logic could further choose cells in the selected row to access.

2.2 Subarray Structure

Instead of building a DRAM bank with a single 2-dimensional array, it is constructed with many subarrays due to wire length’s limit on performance. Figure 1c shows the structure of a subarray in a modern
DRAM device which has cells, sense amplifiers (which are called row buffers) and decoders. An important fact is that all modern DRAM has an open bitline circuit architecture [7] as shown in Figure 1c. Open bitline architecture helps a single DRAM cell area to go from $8F^2$ to $6F^2$ [8]. This density increase is important but it also creates a challenge for row migration. When a row is selected, two row buffers (top and bottom) are in action. This is an important fact to understand as we will show how migration can be achieved in a modern open bitline DRAM architecture.

2.3 DRAM Operations

Each complete access of DRAM can be broken down into 3 stages: ACTIVATE, RD/WR, and PRECHARGE. The transitioning between different stages is controlled by DRAM commands, and there is a specific order to carry out correct data operation. Figure 1d shows the time order and subarray operations in these 3 stages (ACTIVATE: ①, RD/WR: ②/③, PRECHARGE: ④). The reason for this design is because DRAM accesses are destructive. All data contents being read out are actually destroyed in the cells, and need to be fully restored before the next access. Due to this, a complete access cycle is lengthy, DRAM leverages memory access locality by reading out a whole row of cells into a row buffer to amortize access latency.

First, in the ACTIVATE stage, a bank opens up a row of access transistors allowing the charge stored in cells to flow into bitlines. After a short time, voltages will reach equilibrium among bitlines (voltage difference is fairly diluted). Then, sense amplifiers sense the small voltage change on bitlines. Finally sense amplifiers restore the voltage value back to cells indicate bit 1 or bit 0. These sense amplifiers are also called row buffers because column logic could only access data in it, not directly to the bit cells. After data in row buffers become available, READ/WRITE commands could start to access through the I/O circuit between the bank and external memory channel. At the final stage, after the data signals are fully restored to the cell, a PRECHARGE command closes the transistors of the row of cells. Then it neutralizes the voltage signal on the bitline and prepares it for the next ACTIVATE command.

3. HYBRID-BITLINE DRAM

Traditional DRAM chips are homogeneous in that all subarrays are of the same type. Hybrid-bitline DRAM chips have non-uniform subarrays. For example, we can have two types of subarrays. One type has short access latency and the other aims to maintain density. By having heterogeneity, we can amortize silicon area overhead of the fast subarrays with the rest of the subarrays. It also gives us an opportunity to achieve better overall latency if we can manage the accesses and hit on fast subarrays most of the time. In this section, we first summarize two types of hybrid-bitline DRAM architectures proposed previously [4, 5] and discuss the challenges in those designs in detail. We then propose a more practical and truly dynamic hybrid-bitline DRAM architecture. We also describe and suggest management policies based on the new design. Let us examine the timing path of a DRAM access. There are three major parts - (1) I/O transfer; (2) peripheral logic; and (3) cell-array operations. I/O transfer is the time needed to transfer data between row buffers and the memory controller. It is primarily determined by DRAM internal datapath and the parameters related to the external memory bus. This paper will focus only on the delay internal to the DRAM device (chip). If the chip area of a DRAM device is not changed drastically then the delay for internal datapath should stay roughly the same. The delay due to peripheral logic is referring to the time needed for a DRAM device to decode commands into array access signals. Again we assume there are no changes to the command and interface therefore this part of the delay should be unchanged. Lastly, the delay of cell-array operations includes timing paths that are related to charge sharing (tRCD), sense amp operation and restoring (tRAS), and precharging the bitline (tRP). It has been identified by prior works that tRAS is the main contributor of overall DRAM device access latency. Reducing the length of bitline is an effective way to reduce the cell-array operation delay. There are both commercial products and prior research based on this approach such as FCRAM [9], RLDRAM [3], Hybrid Memory Cube (HMC) [10], CHARM [4] and TL-DRAM [5]. For each bitline, there is a parasitic ca-
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3.1 TL-DRAM

Figure 2a shows the internal array structure of TLD-DRAM [5] with segmented bitline design. In this design,
an isolation transistor is used to divide a single bitline
into two segments. The segment connected directly to
the sense amplifier is called the near segment, and the
other segment is called the far segment. The role of the
isolation transistor is to decouple the far segment from
the sense amplifier to reduce the access latency of the
near segment. When accessing the cells located in near
segments, the isolation transistor is turned off, and it
shortens the length of a bitline seen by the sense am-
plifier. Therefore, the time and energy needed to drive
the bitline is reduced. On the other hand, when access-
ing the cells located in the far segment, the isolation
transistor is turned on. The time and energy needed to
drive this longer bitline is more. One additional delay
that may need to be accounted for is the time needed
to restore cell data after sensing. Since DRAM is de-
nstructive read cell data needs to be written back from
sensing results. Adding a transistor in series with the
bitline will increase the RC constant and prolong the
data restore time.

The silicon area overhead of TL-DRAM [5] can be
accounted for in two parts. The first part is caused by
the isolation transistors and it is about 11.5X of a
row. This is because the isolation transistor will be
different from the cell access transistor. The second
part is caused by the lowering of cell density of the near
segment. Since all modern DRAM chips employ the
open bitline architecture, a sense amplifier has the bit
line and the bit-bar line in opposite sides. In the same
fashion, the near segments will also need to reside on
both ends of a subarray (Figure 2(a)). As a result, half
of the near segment region will be empty or not used.
Therefore, the cell density of the fast-segment is only
one half of a normal cell array. With 128 rows in the
fast section, the total area overhead would be around
24% assuming the sense amp height is 108 rows. Clearly
this kind of overhead is too high.

The main challenge with TL-DRAM [5] is the intru-
sive nature of the isolation transistors inside the cell
array. In modern DRAM, cell access device is specially
designed to reduce leakage and provide cell density [11].
It cannot be used to isolate a bitline. Isolation must
use transistors for sense amp and logic gates. Intro-
ducing these transistor in the middle of the cell array
will tend to impact layer density rules and can degrade
yield. Moreover adding a transistor in series with a bit-
line will increase the bitline RC constant. Any variation
or weakness of the isolation transistor will impact the
cell data restore time prolonging tRAS greatly. Given
that DRAM cell array are highly optimized for manu-
facturing yield, this approach will have a high barrier
for actual adoption by commercial DRAM vendors.

3.2 Asymmetric-subarray DRAM

Figure 2b shows the DRAM internal structure of the
asymmetric-subarray design. Basically, there are two
types of subarrays. Fast subarrays have short bitlines
to save latency and energy. This single hybrid-bitline
design was proposed by CHARM [4]. The area overhead
of the asymmetric-subarray design comes from the
higher cell-to-sense amplifier ratio due to fast subar-
rays. There will also be more peripheral circuits such
as decoders and column muxes. Besides shorter bitline
length, asymmetric-subarray design has the same cell-
array as traditional DRAM. There is much less yield
impact and is a more practical implementation.

The main shortcoming of the asymmetric-subarray
design is that there is no low cost data migration path
between fast and slow levels. In the current asymmetric-
subarray design, data must go through the narrow global
data bus after column select. As a result any dynamic
data management polices will tend to have high latency.
Without a low cost direct row data migration mecha-
nism, the unit of each migration will tend to be smaller.
This may create a substantial amount of address trans-
lation tags. In this paper, we propose a simple cir-
cuit design that achieves direct row migration in an
asymmetric-subarray DRAM. Based on this architec-
ture, we also introduce a simple management policy.

4. PROPOSED DESIGN

As mentioned previously, the main challenge of asym-
metric subarray DRAM is how to maximize the usage of
fast subarrays. Static assignment based on profil-
ing is the easiest way and it has shown good perfor-
ance upside. However, it is not completely practical
to know program access patterns in advance. In order
to keep data in the right place, lightweight data migra-
tion between fast and slow subarrays becomes essential.
We will introduce our lightweight row migration mechanism in this section. We call this Dynamic Asymmetric-Subarray DRAM or DAS-DRAM.

### 4.1 Migration Circuit Design

Row migration exchanges data between fast and slow levels. We will first introduce a design which provides a mechanism for row migration between two neighboring subarrays. This mechanism is based on the fact that the row buffer is a shared resource between two neighboring subarrays. As shown in Figure 3b, a buffer of a row in a conventional open bitline DRAM is actually made out of two "half row buffers", each located on one opposite edge of the cell array. These two row buffers are shared by two neighboring subarrays providing an existing channel for moving half rows between neighboring subarrays. Through this channel, a "half row" could be transferred across the shared "half row buffers". However, this existing feature only provides migration route between neighboring subarrays sharing the same "half row buffer". There is no path to move to another subarray beyond it. We propose a novel design to mitigate this issue. A new "migration cell" is added to each bitline. This cell has two access ports sharing a single storage capacitor as depicted in Figure 3a. This cell allows two unassociated bitlines to access the shared storage cell. It acts as the temporary storage for row data transfer (see Figure 3c which we will describe in the next section. This is the key idea which this paper is based upon. It is worth to note that a simple transistor connecting the two adjacent bitlines would not work due to reasons described above about TL-DRAM. Figure 4 shows the abstract layout of part of a DRAM subarray with normal cells and a row of migration cells [12, 13]. Wordlines and bitlines are shown in horizontal and vertical direction, respectively. Below bitlines and wordlines, there are tilted islands connected to the bitlines through contacts in the middle, shown as crossed squares. Each of the sides of an island has a storage capacitor shown as circles. Access transistors are formed where wordlines cross islands and can be seen in the figure to the right of the layout where gate is buried. Migration cells differ from normal cells only slightly and follows the dense layout rules of a modern DRAM cell-array. More importantly circuit properties of a migration cell should be similar to a normal cell if not faster due to a larger cell capacitance.

### 4.2 Row Migration Procedure

Figure 3d shows the procedure of a full row migration from a row in the upper subarray to a row in the lower subarray. Logically it can be thought of as copying the source row to the temporary migration row and then transferring from there to the destination row. Since a row is made out of two "half rows" there are two identical series of operations done in parallel. We will only trace the path of the half row residing in odd columns. First in ①, a row is opened, and half of the bits (odd) are sensed by one side of the half row buffer. Then in ②, rather than restoring data back only to its origin row, the migration row will also be activated to hold the
data temporally. After the row buffer is precharged, in \(3\), the migration row is opened to the other part of row buffer, the other part of the row buffer can start to sense signal on its bitlines. Finally in \(4\), the data is restored to the specified destination row. A half row migration is completed at this point.

The latency of a row migration could also be estimated from the above described procedure. First, if we look at the steps in Figure 3d and assign a DRAM operation to each one, then the first and the third step will be row activations and the second and the fourth step will be row buffer. A simple estimation of the total latency will be 2 tRC. We know that most of tRC is contributed by tRAS (around 70%), which is used to ensure that voltage stored in cells will be high enough for correct operation given a retention time (i.e. 64ms). However, in the case of row migration, the signal stored in the migration row will be read out right away. Therefore, we could tighten up the tRAS timing parameter.

For our experimental study described in later sections, we set a row migration (not fully a row promotion yet) time to be 1.5 tRC.

4.3 Area Overhead and Migration Path

The silicon area overhead is proportional to the bitline length of the fast subarray and the ratio of fast and slow subarrays. From [4], the improvement of speed drops significantly after bitline length is reduced below 128 cells (512 cells for common subarrays). Therefore, we adopt this bitline length for our fast subarrays.

Another factor affecting the area overhead is the ratio of fast and slow subarrays. We could not choose this number freely since it is associated with the length of migration path. Figure 5 shows three different arrangements of subarrays. For partitioning, there is no limitation to the ratio of subarrays, but the average row migration path will be lengthy. Interleaving solves the problem but it locks the ratio to 1:1. In this paper, we adopted the reduced interleaving and set the ratio to 1:2 for fast to slow subarrays. Under the assumption that row buffer is 1/6 of a subarray [4], it will only produce 6.6% area overhead.

5. DATA MANAGEMENT

There are two different approaches to manage the asymmetric-subarray DRAM. First approach treats the fast subarrays as a hardware-managed inclusive cache. The most appealing feature of this approach is its simplicity. However we lose in total capacity. The second approach incorporates both fast and slow subarrays to form an uniform memory space. We can think of this approach as an exclusive caching scheme. Even though this approach shares many features in common with virtual memory managed by the operating system of an existing system, however the time to swap a page (row) needs to be much shorter. Thus we would need to adopt a hardware-based page management design. In summary there are a few criteria for comparing these two approaches: 1) total capacity; 2) complexity and overhead related to address translation; and 3) cache replacement time. In terms of total capacity, the exclusive-cache approach is more cost effective. The inclusive-cache approach must duplicate data in both slow and fast subarrays. As we will discuss later, the capacity ratio of fast-to-slow is expected to be 1/8. This means at least 1/8 in capacity is lost for an inclusive-cache. For address-translation complexity and overhead, inclusive-cache approach needs a smaller translation table (cache tags) because only the addresses in the fast level are dynamic while both the fast and slow levels' addresses are dynamic for exclusive-cache. Looking up an address table will increase access latency. We will discuss later on how to leverage tag-caching to bring down the latency overhead. For cache replacement, the inclusive-cache approach should be faster in response time. In the case of a clean victim row, we only need to bring one row from the slow level to the fast level. While in the exclusive-cache approach, there will always be a row-swapping between the fast and slow levels. In this paper, we adopt the exclusive-cache approach mainly because of the total capacity concern.

5.1 Row Swapping

For the exclusive-cache approach, a row promotion will involve swapping of two rows. The most naive way to do this is to adopt the common software swapping algorithm. This involves three row migrations and needs a temporary buffer. It is worth to note that for inclusive-cache, even though a row promotion with no write back (clean line) is not a swap. But if the victim row is dirty, it will also need a swap.
Our proposed DRAM design allows us to complete row migration using the two migration rows in each subarray. Whenever possible two movement may happen in parallel as long as there is no conflicts. As shown in Figure 6, we can complete the swap in four steps. First, we move the promotee to two half rows in (1). We then move the victim row also to two migration rows (each is half row) as in (2). In (3) we have two movements in parallel since there is no conflicts in row buffers as well as migration rows. After step (3) the victim row has moved to where the promotee row was completely. Step (4) also has two movements in parallel and completes the movement of the promotee row to the row where the victim was.

5.2 Translation Table

Treating fast subarrays as an exclusive-cache for the whole array means the translation table (cache tags) needs to cover both the fast level and the slow level and will be large. Therefore, the translation table would need to be stored in memory. Each memory access then becomes two accesses. We adopt a translation cache (tag cache) in the memory controller to cache only the most recently used part of the translation table to reduce the time we need to do memory lookup. We propose to utilize the last level cache to cache the translation table as well. When a memory request misses the last-level cache (LLC), it is sent to the memory controller. In the memory controller, the address of a memory request needs first to be translated. The memory controller looks up the translation cache for the corresponding entry. If the entry is not there, then the memory controller checks the last-level cache. This allows us to utilize part of the last-level cache capacity for the translation table. If the entry is still not found, then the look-up process continue to read the memory for finding the corresponding address mapping and then data.

There is a way to hide the translation cache look-up latency. To hide the translation cache look-up latency, we could do the translation table look-up concurrently with LLC accesses. Since the translation cache capacity is much smaller than LLC, its latency can be completely hidden. Therefore, if the corresponding address translation of a memory request can be found in the address translation cache, our design does not cause extra delay. In order to put the limited capacity translation cache to good use, we adopt a way to increase the number of entries while maintaining the total capacity. This is achieved through limiting the migration freedom resulting in the reduction of the size of each entry. In contrast to a page table where each virtual page can be mapped to any physical page, we restrict the mapping to only a sub-group of the total memory. If we make the size of each migration group no larger than 256, then each entry will only cost 1 byte instead of the multiple bytes needed to cover the entire memory space. However less migration freedom also means more opportunity for replacement conflicts. In the result section, we evaluate the trade-offs of migration group sizes as well.

5.3 Management Mechanism

The proposed management mechanism is a hardware approach. We show, in the result section, that the number of row migrations could be more than 3% of the total memory accesses. At this ratio using software interrupt to handle migration will have too much overhead. Another advantage of our approach is that the management of asymmetric-subarray DRAM is completely transparent to operating system and application software. We separate the management mechanism for our proposed asymmetric-subarray DRAM into three parts: 1) address translation for memory requests; 2) trigger and filtering mechanisms for row promotion; and 3) the choice of replacement policies.

Address translation There are two main concerns for address translation: 1) the response time; and 2) the silicon area overhead. To achieve fast response time, we try to maximize the hit ratio of the translation cache. To limit the translation cache capacity, we only cache the translation entries for the fast level. As mentioned in Section 4.3., we group memory sections into migrations groups to reduce the size of each entry of the translation cache. We present the trade-offs between the size of the migration group and the translation cache capacity in the results section.

Filtering policy for row promotion We propose two possible policies. The first policy focuses on achieving the highest utilization of the fast level without any consideration on the row promotion rate. Every hit on the slow level triggers a row promotion in this policy. The policy is designed assuming memory accesses exhibit temporal locality. The implementation for this policy is simple. The second policy adds a threshold to filter out the promotion for the rows that are not accessed frequently. The implementation of this policy is slightly more complex than the first one. It needs a set of hardware counters to count the number accesses in a row before it is promoted. When the memory access pattern is highly concentrated on a small region of its total footprint, this policy shows benefits.

Replacement policy We thought replacement policies would impact performance when there are contentions at the fast level initially. We discovered, contrary to our belief, they have very little effect. There are two reasons. First, the latency of each row promotion is only a few tRC cycles. Second, the capacity of of fast level is large (one eighth of the total memory). We evaluated a few replacement policies include LRU algorithm, sequential, random, and a pseudo-random replacement policy using a global increasing counter and reported these results in the later section.

6. EXPERIMENTAL SETUP

We modeled the new asymmetric subarray DRAM as part of a detailed cycle accurate full system simulation environment-Mars86 [14]. The system simulated includes multiple detailed Out-Of-Order CPUs and a memory subsystem as shown in Table 1. We selected a subset of memory bound benchmarks from the SPEC CPU2006 suite based on information obtained from [15].
Table 2 lists single-programming workloads and multi-programming workloads tested. We also evaluated our designs against our proposals in a multi-programming environment. This is done by combining several SPEC CPU2006 workloads with divergent memory access patterns to exercise the memory subsystem.

<table>
<thead>
<tr>
<th>Processor</th>
<th>3GHz, 4-wide issue, 192-entry ROB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cache</td>
<td>64KB 8-way private L1 (4 cycles), 256KB 8-way private L2 (12 cycles), 4MB 8-way shared LLC (20 cycles)</td>
</tr>
<tr>
<td>Memory</td>
<td>32-entry request queue, open-page</td>
</tr>
<tr>
<td>Controller</td>
<td>policy, FR-FCFS</td>
</tr>
<tr>
<td>DRAM</td>
<td>Two 4GB DDR3-1600 DIMMs, 2 channels, 2 ranks for each channel, tRCD: 13.75ns, tRC: 48.75ns, Detailed timing parameters [16]</td>
</tr>
</tbody>
</table>

Table 1: System Configuration

**Single-programming Workloads**
- astar/BigLake2048
- cactusADM/benchADM
- GemsFDTD/ref, lbm/lbm, leslie3d/leslie3d
- libquantum/ref, mcf/ref, milc/su3imp, omnetpp/omnetpp

**Set Multi-programming Workloads**
- M1: cactusADM, mcf, milc, omnetpp
- M2: cactusADM, GemsFDTD, lbm, mcf
- M3: cactusADM, lbm, leslie3d, omnetpp
- M4: astar, cactusADM, lbm, milc
- M5: astar, libquantum, omnetpp, soplex
- M6: GemsFDTD, leslie3d, libquantum, soplex
- M7: leslie3d, libquantum, milc, soplex
- M8: lbm, libquantum, mcf, soplex

Table 2: Target Workloads

In order to achieve more deterministic and reliable results we employed a couple evaluation methods. First we bound each program to a dedicated core to reduce system level non-determinism. Second we sampled four points of each workload to get a more balanced view of each program. However, for multi-programming workloads, we only sample one point (at the 4-minute mark after launching the program) since each benchmark will appear in multiple samples at difference phases. For each experiment, we started from the same checkpoint of every sampling points to ensure coherent simulation results. Our simulation length is 100M instructions for single-programming workloads and 400M instructions for multi-programming workloads. The first 20% of the simulation was used for warm up and only the rest are used in statistics calculation.

7. RESULTS AND DISCUSSION

We evaluate several DRAM designs using both single and multi-programming workloads to quantify the performance improvement over the system with standard homogeneous DRAM chip. These designs are listed as:

1. **SAS-DRAM**: Static Asymmetric-Subarray DRAM with no row migration. Each workload is profiled first and the most-frequently-used portion of its footprint is pre-assigned to the fast level.

2. **CHARM [4]**: This is SAS-DRAM with optimized column access latency for the fast level. Again all workloads are profiled first and we pre-assign most frequently used addresses to the fast level. In practice this is not possible.

3. **DAS-DRAM**: Stands for Dynamic Asymmetric Subarray DRAM. It is the hybrid bitline DRAM with lightweight row migration and dynamic management policy as proposed by this paper.

4. **FS-DRAM**: Fast-subarray DRAM. Ideal low latency DRAM made out of fast subarrays entirely.

7.1 Single-Programming Evaluation

Figure 7 shows the simulation results using single-programming workloads. This figure includes (7a) the performance improvement over standard DRAM, (7b) MPKI (misses per kilo-instructions), PPKM (promotion per kilo-misses), and memory footprint during the captured episodes, (7c) the distribution of memory access location. A statically managed DRAM cache, like CHARM, capture the hottest data in a program lifetime, while a dynamic approach captures the hottest data in program phases. Even though the number of migrations is small with respect to total accesses (PPMK) but the effect of migration is large because data in promoted rows are accessed frequently. Figure 7(c) shows the percentage of accesses landing on the fast subarrays increases significantly with dynamic migration.

First, Figure 7a shows that our proposed design (DAS-DRAM) comes very close to the upper bound in most cases (FS-DRAM). On average, DAS-DRAM achieves 7.25% performance improvement, while FS-DRAM is at 8.71% when compared with standard DRAM.

Second, DAS-DRAM improves performance significantly over static methods, including CHARM. Figure 7c shows by performing dynamic migration the hit ratio to the fast level increase significantly over static methods. Therefore, DAS-DRAM fully utilizes the fast level. On average, SAS-DRAM and CHARM achieve 2.66% and 4.23% respectively over regular DRAM only.

Third, the performance loss due to row migration overhead is 0.45%, which is the gap caused by address translation. Figure 7a shows the row migration overhead is 0.45%, which is the gap between DAS-DRAM (FM) and DAS-DRAM, and the
address translation overhead is 0.99%, the gap between FS-DRAM and DAS-DRAM (FM). We believe it is due to the low migration time of our proposed novel row migration design (1.5 tRC).

Lastly, the improvement of some benchmarks (Gems-FDTD and MILC) are smaller for DAS-DRAM. Figure 7b shows that the PPKM and footprint numbers for those benchmarks are higher. This means that we are spending more time on overheads. A filtering mechanism for row promotion could help to reduce the overhead caused by row migration, but it could also reduce the benefits coming from higher fast-level hit ratio. We discuss trade-offs in more detail later.

7.2 Multi-Programming Evaluation

We also evaluate the same five DRAM designs for a multi-core system with multi-programming workloads. Figure 7d shows the performance improvements over a system with standard DRAM. On average, DAS-DRAM achieve 11.77% performance improvement, while the upper bound (FS-DRAM) is at 13.79%. SAS-DRAM and CHARM achieve only 3.72% and 4.87%, respectively. In general the performance improvement is better than single-programming system. Examining the memory behavior of the workloads from Figure 7e, we observe that multiple workloads have higher MPKI. As a result improvement to average memory latency will have higher impact on overall performance.

Furthermore, dynamic methods (e.g. DAS-DRAM) improve performance more than static methods in multi-programming situations. Although cache interference misses do not create new footprint, it degrades the locality of memory accesses. Figure 7f shows that more memory accesses fall in the slow region for static profiling methods in comparison with dynamic methods. This is one of the reason dynamic migration have better performance than static profiling methods.

Lastly, Figure 7e shows that PPKM numbers of multi-programming workloads tend to be lower. This makes sense because the misses created by cache interferences are more likely to fall inside the rows accessed previously which is in the fast section already. As the row promotion overhead being amortized by more memory accesses, it explains why we do not see large performance gaps between DAS-DRAM and DAS-DRAM (FM).

7.3 Filtering Policy for Row Promotion

Figure 8 shows the simulation results of filtering policies with different row-promotion thresholds. This figure has three groups of information - (8a) performance improvement, (8b) miss ratio of the fast level and (8c) ratio of row promotion to memory access. Filtering mechanism requires additional hardware to gather information of memory accesses. In this experiment, a set of 1024 counters is arranged to obtain the hit numbers of the most recently used rows.
Employment of a filtering mechanism can have both positive and negative effects on performance. It reduces row promotion frequency, thus lowers the migration overhead. But, it also limits row promotion and degrades the utilization of fast level. Figure 8c shows that filtering mechanism is not very effective at reducing row promotion frequency. The row promotion to memory access ratio is already small in most cases (less than 1%). As a result, we rarely see any performance improvement in Figure 8a. On the other hand, Figure 8b shows that filtering mechanism could decrease the utilization of fast level arrays significantly. Therefore, we see a general trend in performance reduction as the filtering threshold number increases in Figure 8a. At the end, we implemented no filtering mechanism (or a threshold 1 of DAS-DRAM).

7.4 Translation Cache Capacity Sensitivity

Figure 9a shows the performance improvement of different translation cache capacities. Our design only caches the translation to the fast level. The reason for this approach is to maximize the hit ratio in the translation cache. As shown previously, the hit ratio of the fast level is generally over 90%. Therefore, it is reasonable to not cache the translation entries for the slow level. Results show that an 128KB on-chip translation cache could achieve good performance. Since translation cache look-up could be in parallel with last-level cache look-up, there is no latency overhead for accessing the translation cache.

7.5 Migration Group Size Sensitivity

Figure 9b shows the performance improvement of different migration group sizes. The smaller the size of a migration group is, the less bits are needed for mapping information. On the other hand, smaller size of a migration group could also increase the chance of contention. Results show that this effect is subtle to the overall performance.

7.6 Fast Level Capacity and Replacement

Figure 9c shows the performance improvement of different capacity ratios of the fast level to the total capacity. The silicon area overheads are 6.6% and 11.3% for ratios of 1/8 and 1/4 respectively. Reducing the ratio further will result in some performance impact to a couple benchmarks (mcf and MILC) due to their large memory footprints. Our DAS-DRAM adopts a fast level capacity ratio of 1/8 to maximize performance gain and to reduce area overhead. As for replacement policy impact, figure 9d shows overall performance for two replacement policies - LRU and random. The difference between them is negligible. The small difference is due to large fast level ratio.

7.7 Power Implications

There are two factors contribute to power consumption difference. One is the percentage of accesses to the fast level. The other is the migration power overhead. From figure 7c and figure 7f we observe that there is very little time our proposed design will access the slower sections. Moreover, from figure 8c we see that the percentage of migration to total access is low. This implies that this design will have lower power consumption than the static asymmetric DRAM design.

8. RELATED WORKS

Low Latency DRAM Reducing bitline length is an effective way to reduce DRAM latency. However, a homogeneous design comes with high silicon area overhead. Nevertheless, in some high-performance applications, this area overhead may be tolerable. FCRAM from Fujitsu [9], RLDRAM from Micron [3], and Low Latency DRAM from Renesas [17] are all examples of homogeneous design. Although their tRC is reduced by 40% to 70%, their capacity is only 15% to 30% of the comparable mainstream products [18, 3]. As shown in the results section, our hybrid-bitline design could achieve 80% of the performance on average with a modest 6.6% of capacity loss.

High Parallelism DRAM Parallelism opens up another dimension of DRAM research. Large body of works have been done on this subject. For subarray
level parallelism, Udipi et al. proposed Single Subarray Access (SSA) to allow the matrices in a row buffer to be independent of each other [19]. Kim et al. proposed Subarray Level Parallelism (SALP) to let multiple local row buffers of a bank to be opened at the same time [20]. For inter-chip level parallelism, many works have proposed to divide up a rank to increase rank level parallelism at the cost of data burst latency [21, 22, 23, 24]. Those methods are generally compatible with low latency designs, and also could be conjugated with the hybrid designs.

**Hybrid Memory System**
With advancement in packaging technologies, hybrid memory system becomes a popular area of research. Black et al. and Loh explored the design space of 3D-stacked DRAM [25, 26]. Dhiman et al. proposed a hybrid PRAM and DRAM memory system to reduce standby power of all DRAM memory system [27].

Since hybrid memory systems are built with heterogeneous memory chips, data transfer between chips needs to go through the narrow memory bus. Frequent data transfers will increase memory traffic significantly. Therefore, sophisticated management mechanisms are needed for this approach. Zhao et al. proposed a tag management method for DRAM cache [28]. Jiang et al. proposed CHOP, a filtering mechanism, to reduce the data migration traffic [29]. In contrast, data transfer in hybrid-bitline DRAMs would not increase external memory bandwidth. Moreover, the migration latency is much smaller. It allows simple management policy to be used and still provides good performance.

**Hybrid-Bitline DRAM**
Hybrid bitline DRAM appears to be yet another hybrid memory system. But, its ability to migrate data on-chip distinguishes it from the other hybrid memory systems. Lee et al. proposed TL-DRAM, a segmented bitline design, but with some manufacturing obstacles [5]. Son et al. proposed CHARM, an asymmetric bitline design, but without migration mechanism [4]. In this paper, we proposed a novel hybrid-bitline design, which is more friendly to manufacturing. Moreover, we studied the management policies based on the characteristic of the proposed design.

9. CONCLUSION
During the last decade, DRAM evolution has focused on capacity and bandwidth. Access latency has not improve much over this period of time. Recent studies proposed DRAM with asymmetric bitline length to overcome this latency stagnation. However both of those designs have some limitations. In this paper, we proposed a novel asymmetric bitline DRAM design which supports light-weight dynamic row migration. Using this design we propose a simple management mechanism and studied several trade-offs involved with migration. This newly proposed dynamic asymmetric DRAM achieves similar performance of a homogeneous fast-subarray DRAM without the silicon area overhead.

---

**Figure 9: Fast Level Capacities and Replacement Policies**
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