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Fall 2021
2 credit units

Rigorous seminar on fundamental and cutting -edge
topics in computer architecture

Critical presentation, review, and discussion of seminal
works in computer architecture

¢ We will cover many ideas & issues, analyze their tradeoffs,
perform critical thinking  and brainstorming

Participation, presentation, synthesis report

You can register for the course online
https://safari.ethz.ch/architecture_seminar/spring2021



https://safari.ethz.ch/architecture_seminar/spring2021

Announcement

If you are interested in learning more and doing research in
Computer Architecture, three suggestions:

¢ Email me with your interest (CC: Juan)
¢ Taket he seminar course and the
¢ Do readings and assignments on your own

There are many exciting projects and research positions, e.g.:
Memory systems

Hardware security

GPUs, FPGAS, heterogeneous systems

New execution paradigms (e.g., in-memory computing)
Security-architecture-reliability-energy-performance interactions
Architectures for medical/health/genomics

A limited list is here: https://safari.ethz.ch/theses/
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Broader Agenda

A Single-cycle Microarchitectures

A Multi-cycle and Microprogrammed Microarchitectures

A Pipelining

A Issues in Pipelining: Control & Data Dependence Handling,
State Maintenance and Recove

A Out-of-Order Execution

A Other Execution Paradigms




Approaches to (Instructidrevel) Concurrency

Pipelining

Fine-Grained Multithreading

Out-of-order Execution

Dataflow (at the ISA level)

Superscalar Execution

VLIW

Systolic Arrays

Decoupled Access Execute

SIMD Processing (Vector and array processors, GPUS)
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Readings for Today

Required
H. T. \Why&ygptolic Architectures?0 IEEE Computer
1982.

Recommended

¢ Jouppie t dnl-Dataceriter Performance Analysis of a Tensor
Processing Unit, ISCA 2017.



Readings for Next Week

Required

¢ Lindholm et al., "NVIDIA Tesla: A Unified Graphics and
Computing Architecture," IEEE Micro 2008.

Recommended

¢ Peleg and Weiser, MMX Technology Extension to the Intel
Architecture, |IEEE Micro 1996.



Systolic Arrays




Systolic Arrays: Motivation

Goal: design an accelerator that has

¢ Simple, regular design (keep # unique parts small and regular)
¢ High concurrency A high performance

¢ Balanced computation and I/O (memory) bandwidth

ldea: Replace a single processing element (PE) with areqgular
array of PEsand carefully orchestrate flow of data between
the PEs

¢ such that they collectively transform a piece of input data before
outputting it to memory

Benefit: Maximizes computation done on a single piece of
data element brought from memory



Systolic Arrays

INSTEAD OF:
I MEMORY I‘-
100 ns
WE HAVE: [
| MEMORY |———
100 ns
-’[PE PE | PE IPEIPEIPEI—
THE SYSTOLIC ARRAY -

5 MILLION
OPERATIONS
PER SECOND
AT MOST

30 MOPS
POSSIBLE

Figure 1. Basic principle of a systolic system.

H. T.

Memory: heart
Data: blood
PEs: cells

Memory pulses
data through
PEs

\Khy Bygtolic Architectures?0 IEEE Computer 1982.
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Why Systolic Architectures?

ldea: Data flows from the computer memory in a rhythmic
fashion, passing through many processing elements before it
returns to memory

Similar to blood flow: heart A many cells A heart

¢ Di fferent cells Aprocesso t he
¢ Many veins operate simultaneously

¢ Can be many-dimensional

Why? Special purpose accelerators/architectures need

¢ Simple, regular design (keep # unigue parts small and regular)
¢ High concurrency A high performance

¢ Balanced computation and I/O (memory) bandwidth
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Systolic Architectures

Basic principle: Replace a single PE with aregular array of
PEsand carefully orchestrate flow of data between the PEs

¢

Differences from pipelining: THE SYSTOLIG ARRAY

¢

¢
¢
¢

Balance computation and memorv bandwidth

MEMORY 5 MILLION
OPERATIONS
100 ns PER SECOND
AT MOST
PE

MEMORY

INSTEAD OF:

WE HAVE:

30 MOPS
POSSIBLE

100 ns

PEJPE |PE | PE | PE | PE

These are |nd|V|dua| PES Figure 1. Basic principle of a systolic system.
Array structure can be non-linear and multi-dimensional
PE connections can be multidirectional (and different speed)

PEs can have local memory and execute kernels (rather than a
piece of the instruction)
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Systolic Computation Example

A Convolution

¢ Used in filtering, pattern matching, correlation, polynomial
evaluation, etc é

¢ Many image processingtasks

¢ Machine learning up to hundreds of convolutional layers in
Convolutional Neural Networks (CNN)

Given the sequence of weights [wy, wy, . . ., Wy
and the input sequence Xj, X3, . . . , X,
compute the result sequence Vi, ¥, - - « s Vnal -k )
defined by
Yi= WiX;+WaX o + .. . 1+ WXL
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LeNet5, a Convolutional Neural Network
for HandWritten DigitRecognition

This is a 1024*8 bit input, which will
have a truth table of 2 819 entries

C3:f. maps 16@10x10
C1: feature maps S4: f. maps 16@5x5

n 6@28x28 S2:1. mep =
y rF'TT_r"r

C5: layer :
330 F& layer C;léJTPUT

I
Full cnnllection | Gaussian connections

Convolutions Subsampling Convolutions Subsampling Full connection

Slide credit: Hwu & Kirk

14



An Exampleof 2D Convolution

Output feature map

Structureinformation
Input: 5*5 (blue)
Kernel(filter): 3*3 (grey)
Output: 5*5 (green)

Computationinformation
Stride:1
Paddingl (white)

Output Dim= (Input + 2* Padding
Input feature map - Kernel)/ Stride+1

SAFARI



An Exampleof 2D Convolution

Input CNN
kernel

SAFARI



Convolutional Neural Networks: Demo

Back to Yann's

Home
Publications

LeNet-5 Demos

Unusual
Patterns
unusual styles
weirdos

Invariance
translation (anim)
scale (anim)
rotation (anim)
squeezing_(anim)
stroke width
(anim)

Noise
Resistance
noisy 3 and 6
noisy 2 (anim)
noisy 4 (anim)

Multiple
Character
various stills
dancing 00 (anim)
dancing 384
(anim)

Complex cases
(anim)

35->53
12->4-> 21
23->32

30 + noise
31-51-57-61

LeNet-5, convolutional
neural networks

Convolutional Neural Networks are are a special kind of
multi-layer neural networks. Like almost every other
neural networks they are trained with a version of the
back-propagation algorithm. Where they differ is in the

Convolutional Neural Networks are designed to
recognize visual patterns directly from pixel images with
minimal preprocessing.

They can recognize patterns with extreme variability
(such as handwritten characters), and with robustness to
distortions and simple geometric transformations.

LeNet-5 is our latest convolutional network designed for
handwritten and machine-printed character recognition.
Here is an example of LeNet-5 in action.

¢ &LayerAS
Layer-3 Input
Layer-1

Many more examples are available in the column on the
left:

Several papers on LeNet and convolutional networks are
available on my publication page:

[LeCun et al., 1998]
Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner.
Gradient-based learning applied to document
recognition. Proceedings of the IEEE, november 1998.
Psgz

[Bottou et al., 1997]
L. Bottou, Y. LeCun, and Y. Bengio. Global training of

3.
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http://yann.lecun.com/exdb/lenet/index.html
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Implementing a Convolutional Layer

with Matrix Multiplication

1211 10 | 20 Output
Features
13 | 22 15 | 22 Y
— — > 11 Conyolutlon
Filters
2|2 1)1 2|1 W
(1] 2Yo0 70| 2 1] 2) Input
1)1 0|12 0|13 Features
0|2 1(1 3(3 X
1|1]2|2|1]1]|1|1]0 0 tff2][2]]1] 120181322
1/0/0|1 1121 0 24(o||1]||3
A1 015 10 | 20 | 15 | 22
1§[3]2]]2
Convolution (041201 Output
Filters (21 2]|1]]2] Features
Wé ofj1]|1]|12 Y
1f|2[1|l0
1fl2]lof|1
20l 1]|1]|3
of|1]|3]|3
1§/3|/3]|2
: : _ Input
Slide credit: Reproduced from Hwu & Kirk Features

X (unrolled)
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Power ofConvolutionsandApplied Courses

In 2010, Prof. Andreas Moshovosadopted ProfessorHw u 0 s
ECE498AL Programming Massively Parallel Processors Class

Several of Prof. Geoffrey Hi
the course

These students developed the GPU implementation of the
Deep CNN that was trained with 1.2M images to win the
ImageNet competition

Slide credit: Hwu & Kirk
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ExampleAlexNet(2012)

~

A

AlexNet wins the ImageNet classification competition with
~10% points higher accuracy than state -of-the-art

¢ Krizhevskye t  d@mageNet @Glassification with Deep Convolutional
Neural Networksg NIPS 2012.

ImageNet Classification with Deep Convolutional
Neural Networks

kriz@cs.utoronto.ca ilya@cs.utoronto.ca hinton@cs.utoronto.ca

Alex Krizhevsky Ilya Sutskever Geoffrey E. Hinton
University of Toronto University of Toronto University of Toronto

Abstract

We trained a large, deep convolutional neural network to classify the 1.2 million
high-resolution images in the ImageNet LSVRC-2010 contest into the 1000 dif-
ferent classes. On the test data, we achieved top-1 and top-5 error rates of 37.5%
and 17.0% which is considerably better than the previous state-of-the-art. The
neural network, which has 60 million parameters and 650,000 neurons, consists
of five convolutional layers, some of which are followed by max-pooling layers,
and three fully-connected layers with a final 1000-way softmax. To make train-
ing faster, we used non-saturating neurons and a very efficient GPU implemen-
tation of the convolution operation. To reduce overfitting in the fully-connected
layers we employed a recently-developed regularization method called “dropout™
that proved to be very effective. We also entered a variant of this model in the

ILSVRC-2012 competition and achieved a winning top-5 test error rate of 15.3%,
compared to 26.2% achieved by the second-best entry.
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ExampleGooglLeNet(2014)

A Google improves accuracy byadding more network layers
¢ From 8 in AlexNetto 22 in GoogLeNet
¢ Szegedye t  &bing,Deeper with Convolutionsg CVPR 2015.

Going Deeper with Convolutions

Christian Szegedy', Wei Liu?, Yangqing Jia®, Pierre Sermanet!, Scott Reed?,
Dragomir Anguelov!, Dumitru Erhan', Vincent Vanhoucke®, Andrew Rabinovich?
1Google Inc. ?University of North Carolina, Chapel Hill
3University of Michigan, Ann Arbor “Magic Leap Inc.

'{szegedy, jiayq, sermanet,dragomir, dumitru, vanhoucke}@google.com

zwliu@cs.unc.edu, dreedscott@umich.edu, 4arabinovich@magicleap.com
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ExampleResNe(2015)

A He et DeaplResiduaiiLearning for Image Recognitiorg CVPR 2016.

Deep Residual Learning for Image Recognition

Kaiming He Xiangyu Zhang Shaoqing Ren Jian Sun
Microsoft Research
{kahe, v-xiangz, v-shren, jiansun } @ microsoft.com

ImageNet experiments 282

25.8
152 layers

Y First CNN

\
\
\
22 layers ‘ 19 Iayers
\ 6.7

Human: 5.1% /'ﬁ II | Sﬁrs“_tflairs_”.shauow.

ILSVRC'15  ILSVRC'14  ILSVRC'14  ILSVRC'13  ILSVRC'12  ILSVRC'11  ILSVRC'10
ResNet GoogleNet VGG AlexNet

ImageNet Classification top-5 error (%)
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Kaiming He, Xiangyu Zhang, Shaoging Ren, & Jian Sun. “Deep Residual Learning for Image Recognition”. arXiv 2015




Neural Network Layer Examples

By Cmglee - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=104937230
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