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Four Key Directions

n Fundamentally Secure/Reliable/Safe Architectures

n Fundamentally Energy-Efficient Architectures
q Memory-centric (Data-centric) Architectures

n Fundamentally Low-Latency Architectures

n Architectures for Genomics, Medicine, Health
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Guiding Principles
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Some Solution Principles (So Far)
n Data-centric system design & intelligence spread around

q Do not center everything around traditional computation units

n Better cooperation across layers of the system
q Careful co-design of components and layers: system/arch/device
q Better, richer, more expressive and flexible interfaces

n Better-than-worst-case design
q Do not optimize for the worst case
q Worst case should not determine the common case

n Heterogeneity in design (specialization, asymmetry)
q Enables a more efficient design (No one size fits all) 
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Some Solution Principles (More Compact)

n Data-centric design 

n All components intelligent

n Better cross-layer communication, better interfaces

n Better-than-worst-case design

n Heterogeneity

n Flexibility, adaptability
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Data-Aware Architectures

n A data-aware architecture understands what it can do with 
and to each piece of data

n It makes use of different properties of data to improve 
performance, efficiency and other metrics
q Compressibility
q Approximability
q Locality
q Sparsity
q Criticality for Computation X
q Access Semantics
q …
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One Problem: Limited Interfaces
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A Solution: More Expressive Interfaces
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Expressive (Memory) Interfaces
n Nandita Vijaykumar, Abhilasha Jain, Diptesh Majumdar, Kevin Hsieh, Gennady 

Pekhimenko, Eiman Ebrahimi, Nastaran Hajinazar, Phillip B. Gibbons and Onur Mutlu,
"A Case for Richer Cross-layer Abstractions: Bridging the Semantic Gap 
with Expressive Memory"
Proceedings of the 45th International Symposium on Computer Architecture (ISCA), 
Los Angeles, CA, USA, June 2018.
[Slides (pptx) (pdf)] [Lightning Talk Slides (pptx) (pdf)]
[Lightning Talk Video]
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https://people.inf.ethz.ch/omutlu/pub/X-MEM_Expressive-Memory-for-Rich-Cross-Layer-Abstractions_isca18.pdf
http://iscaconf.org/isca2018/
https://people.inf.ethz.ch/omutlu/pub/X-MEM_Expressive-Memory-for-Rich-Cross-Layer-Abstractions_isca18-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/X-MEM_Expressive-Memory-for-Rich-Cross-Layer-Abstractions_isca18-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/X-MEM_Expressive-Memory-for-Rich-Cross-Layer-Abstractions_isca18-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/X-MEM_Expressive-Memory-for-Rich-Cross-Layer-Abstractions_isca18-lightning-talk.pdf
https://youtu.be/hasM-p7Ag_g


Expressive (Memory) Interfaces for GPUs
n Nandita Vijaykumar, Eiman Ebrahimi, Kevin Hsieh, Phillip B. Gibbons and Onur Mutlu,

"The Locality Descriptor: A Holistic Cross-Layer Abstraction to Express 
Data Locality in GPUs"
Proceedings of the 45th International Symposium on Computer Architecture (ISCA), 
Los Angeles, CA, USA, June 2018.
[Slides (pptx) (pdf)] [Lightning Talk Slides (pptx) (pdf)]
[Lightning Talk Video]
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https://people.inf.ethz.ch/omutlu/pub/LocalityDescriptor-Cross-Layer-GPU-Data-Locality-Abstraction_isca18.pdf
http://iscaconf.org/isca2018/
https://people.inf.ethz.ch/omutlu/pub/LocalityDescriptor-Cross-Layer-GPU-Data-Locality-Abstraction_isca18-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/LocalityDescriptor-Cross-Layer-GPU-Data-Locality-Abstraction_isca18-talk.pdf
https://people.inf.ethz.ch/omutlu/pub/LocalityDescriptor-Cross-Layer-GPU-Data-Locality-Abstraction_isca18-lightning-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/LocalityDescriptor-Cross-Layer-GPU-Data-Locality-Abstraction_isca18-lightning-talk.pdf
https://youtu.be/M_0qvO97_hM


Architectures for Intelligent Machines

Data-centric

Data-driven

Data-aware
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Concluding Remarks
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A Quote from A Famous Architect
n “architecture […] based upon principle, and not upon 

precedent”
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Precedent-Based Design?
n “architecture […] based upon principle, and not upon 

precedent”
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Principled Design
n “architecture […] based upon principle, and not upon 

precedent”
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The Overarching Principle
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Another Example: Precedent-Based Design

18Source: http://cookiemagik.deviantart.com/art/Train-station-207266944



Principled Design

19Source: By Toni_V, CC BY-SA 2.0, https://commons.wikimedia.org/w/index.php?curid=4087256



Another Principled Design

20Source: By Martín Gómez Tagle - Lisbon, Portugal, CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=13764903
Source: http://www.arcspace.com/exhibitions/unsorted/santiago-calatrava/



Another Principled Design

21Source: CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=172107



Principle Applied to Another Structure

22
Source: https://www.dezeen.com/2016/08/29/santiago-calatrava-oculus-world-trade-center-transportation-hub-new-york-photographs-hufton-crow/
Source: By 準建築人手札網站 Forgemind ArchiMedia - Flickr: IMG_2489.JPG, CC BY 2.0, 
https://commons.wikimedia.org/w/index.php?curid=31493356, https://en.wikipedia.org/wiki/Santiago_Calatrava

https://commons.wikimedia.org/w/index.php%3Fcurid=31493356


The Overarching Principle
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Overarching Principle for Computing?

24Source: http://spectrum.ieee.org/image/MjYzMzAyMg.jpeg



Concluding Remarks
n It is time to design principled system architectures to solve 

the memory problem

n Discover design principles for fundamentally secure and 
reliable computer architectures

n Design complete systems to be balanced and energy-efficient, 
i.e., low latency and data-centric (or memory-centric) 

n Enable new and emerging memory architectures 

n This can
q Lead to orders-of-magnitude improvements 
q Enable new applications & computing platforms
q Enable better understanding of nature
q … 25



We Need to Think Across the Stack

26

Micro-architecture
SW/HW Interface

Program/Language
Algorithm
Problem

Logic
Devices

System Software

Electrons

We can get there step by step



If In Doubt, See Other Doubtful Technologies
n A very “doubtful” emerging technology 

q for at least two decades

27https://arxiv.org/pdf/1706.08642

Proceedings of the IEEE, Sept. 2017

https://arxiv.org/pdf/1706.08642


Flash Memory Timeline
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Flash Memory Timeline
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PIM Review and Open Problems

30

Onur Mutlu, Saugata Ghose, Juan Gomez-Luna, and Rachata Ausavarungnirun,
"Processing Data Where It Makes Sense: Enabling In-Memory 
Computation"
Invited paper in Microprocessors and Microsystems (MICPRO), June 2019.
[arXiv version]

https://arxiv.org/pdf/1903.03988.pdf

https://people.inf.ethz.ch/omutlu/pub/ProcessingDataWhereItMakesSense_micpro19-invited.pdf
https://doi.org/10.1016/j.micpro.2019.01.009
https://arxiv.org/pdf/1903.03988.pdf
https://arxiv.org/pdf/1903.03988.pdf


PIM Review and Open Problems (II)

31

Saugata Ghose, Amirali Boroumand, Jeremie S. Kim, Juan Gomez-Luna, and Onur Mutlu,
"Processing-in-Memory: A Workload-Driven Perspective"
Invited Article in IBM Journal of Research & Development, Special Issue on 
Hardware for Artificial Intelligence, to appear in November 2019.
[Preliminary arXiv version]

https://arxiv.org/pdf/1907.12947.pdf

https://arxiv.org/pdf/1907.12947.pdf
https://www.research.ibm.com/journal/
https://arxiv.org/pdf/1907.12947.pdf
https://arxiv.org/pdf/1907.12947.pdf


A Final Detour
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In-Memory Bulk Bitwise Operations
n We can support in-DRAM COPY, ZERO, AND, OR, NOT, MAJ
n At low cost
n Using analog computation capability of DRAM

q Idea: activating multiple rows performs computation
n 30-60X performance and energy improvement

q Seshadri+, “Ambit: In-Memory Accelerator for Bulk Bitwise Operations 
Using Commodity DRAM Technology,” MICRO 2017.

n New memory technologies enable even more opportunities
q Memristors, resistive RAM, phase change mem, STT-MRAM, …
q Can operate on data with minimal movement
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More on Ambit

n Vivek Seshadri et al., “Ambit: In-Memory Accelerator 
for Bulk Bitwise Operations Using Commodity DRAM 
Technology,” MICRO 2017.
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https://people.inf.ethz.ch/omutlu/pub/ambit-bulk-bitwise-dram_micro17.pdf


Ambit Sounds Good, No?

35

Review from ISCA 2016



Another Review 
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Another Review from ISCA 2016



Yet Another Review
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Yet Another Review from ISCA 2016



RowClone & Bitwise Ops in Real DRAM Chips

38https://parallel.princeton.edu/papers/micro19-gao.pdf

https://parallel.princeton.edu/papers/micro19-gao.pdf


Pinatubo: RowClone and Bitwise Ops in PCM

39https://cseweb.ucsd.edu/~jzhao/files/Pinatubo-dac2016.pdf

https://cseweb.ucsd.edu/~jzhao/files/Pinatubo-dac2016.pdf


We Have a Mindset Issue…

n There are many other similar examples from reviews…
q For many other papers…

n And, we are not even talking about JEDEC yet…

n How do we fix the mindset problem?

n By doing more research, education, implementation in 
alternative processing paradigms

40

We need to work on enabling the better future…



Aside: A Recommended Book

41

Raj Jain, “The Art of 
Computer Systems 
Performance Analysis,” 
Wiley, 1991.



42

Raj Jain, “The Art of 
Computer Systems 
Performance Analysis,” 
Wiley, 1991.
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Raj Jain, “The Art of 
Computer Systems 
Performance Analysis,” 
Wiley, 1991.



Suggestions to Reviewers
n Be fair; you do not know it all

n Be open-minded; you do not know it all

n Be accepting of diverse research methods: there is no 
single way of doing research

n Be constructive, not destructive

n Do not have double standards…

Do not block or delay scientific progress for non-reasons



Initial RowHammer Reviews



Missing the Point Reviews from Micro 2013



Dismissing Science
Reviews from ISCA 2014



Final RowHammer Reviews



Suggestion to Community

We Need to Fix the 
Reviewer Accountability 

Problem



Suggestion to Community

Eliminate 
Double Standards



Another Recommended Book

51



Computer Architecture Today
n You can revolutionize the way computers are built, if you 

understand both the hardware and the software (and 
change each accordingly)

n You can invent new paradigms for computation, 
communication, and storage

n Recommended book: Thomas Kuhn, “The Structure of 
Scientific Revolutions” (1962)
q Pre-paradigm science: no clear consensus in the field
q Normal science: dominant theory used to explain/improve 

things (business as usual); exceptions considered anomalies
q Revolutionary science: underlying assumptions re-examined
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Suggestion to Researchers: Principle: Passion

Follow Your Passion
(Do not get derailed

by naysayers)



Suggestion to Researchers: Principle: Resilience

Be Resilient



Principle: Learning and Scholarship

Focus on
learning and scholarship



Principle: Learning and Scholarship

The quality of your work 
defines your impact



More Thoughts and Suggestions
n Onur Mutlu,

"Some Reflections (on DRAM)"
Award Speech for ACM SIGARCH Maurice Wilkes Award, at the ISCA Awards 
Ceremony, Phoenix, AZ, USA, 25 June 2019.
[Slides (pptx) (pdf)]
[Video of Award Acceptance Speech (Youtube; 10 minutes) (Youku; 13 
minutes)]
[Video of Interview after Award Acceptance (Youtube; 1 hour 6 
minutes) (Youku; 1 hour 6 minutes)]
[News Article on "ACM SIGARCH Maurice Wilkes Award goes to Prof. Onur 
Mutlu"]

n Onur Mutlu,
"How to Build an Impactful Research Group"
Design Automation Conference Early Career Workshop, Las Vegas, NV, USA, 
June 2019.
[Slides (pptx) (pdf)]

https://people.inf.ethz.ch/omutlu/pub/onur-MauriceWilkesAward-June-25-2019-FINAL-public.pptx
https://www.sigarch.org/benefit/awards/acm-sigarch-maurice-wilkes-award/
https://people.inf.ethz.ch/omutlu/pub/onur-MauriceWilkesAward-June-25-2019-FINAL-public.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-MauriceWilkesAward-June-25-2019-FINAL-public.pdf
https://www.youtube.com/watch%3Fv=tcQ3zZ3JpuA
https://v.youku.com/v_show/id_XNDI3MjU2ODIwNA
https://www.youtube.com/watch%3Fv=8ffSEKZhmvo
https://v.youku.com/v_show/id_XNDI3MjU3MTM0OA
https://inf.ethz.ch/news-and-events/spotlights/2019/06/mutlu-ACM-SIGARCH-award.html
https://people.inf.ethz.ch/omutlu/pub/onur-DAC-EarlyCareerWorkshopPanel-ImpactfulResearch-June-2-2019-short-FINAL.pptx
https://sites.google.com/view/dac-ecw19
https://people.inf.ethz.ch/omutlu/pub/onur-DAC-EarlyCareerWorkshopPanel-ImpactfulResearch-June-2-2019-short-FINAL.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-DAC-EarlyCareerWorkshopPanel-ImpactfulResearch-June-2-2019-short-FINAL.pdf
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Slides Not Covered 
But Could Be Useful
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Readings, Videos, Reference Materials



Accelerated Memory Course (~6.5 hours)

n ACACES 2018 
q Memory Systems and Memory-Centric Computing Systems
q Taught by Onur Mutlu July 9-13, 2018
q ~6.5 hours of lectures

n Website for the Course including Videos, Slides, Papers
q https://safari.ethz.ch/memory_systems/ACACES2018/
q https://www.youtube.com/playlist?list=PL5Q2soXY2Zi-

HXxomthrpDpMJm05P6J9x

n All Papers are at:
q https://people.inf.ethz.ch/omutlu/projects.htm
q Final lecture notes and readings (for all topics)

65

https://safari.ethz.ch/memory_systems/ACACES2018/
https://www.youtube.com/playlist%3Flist=PL5Q2soXY2Zi-HXxomthrpDpMJm05P6J9x
https://people.inf.ethz.ch/omutlu/projects.htm


Longer Memory Course (~18 hours)

n Tu Wien 2019 
q Memory Systems and Memory-Centric Computing Systems
q Taught by Onur Mutlu June 12-19, 2019
q ~18 hours of lectures

n Website for the Course including Videos, Slides, Papers
q https://safari.ethz.ch/memory_systems/TUWien2019
q https://www.youtube.com/playlist?list=PL5Q2soXY2Zi_gntM55

VoMlKlw7YrXOhbl

n All Papers are at:
q https://people.inf.ethz.ch/omutlu/projects.htm
q Final lecture notes and readings (for all topics)
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https://safari.ethz.ch/memory_systems/TUWien2019
https://www.youtube.com/playlist%3Flist=PL5Q2soXY2Zi_gntM55VoMlKlw7YrXOhbl
https://people.inf.ethz.ch/omutlu/projects.htm


Some Overview Talks
https://www.youtube.com/watch?v=kgiZlSOcGFM&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl

n Future Computing Architectures
q https://www.youtube.com/watch?v=kgiZlSOcGFM&list=PL5Q2soXY2Zi8D_5MG

V6EnXEJHnV2YFBJl&index=1

n Enabling In-Memory Computation
q https://www.youtube.com/watch?v=oHqsNbxgdzM&list=PL5Q2soXY2Zi8D_5M

GV6EnXEJHnV2YFBJl&index=7

n Accelerating Genome Analysis
q https://www.youtube.com/watch?v=hPnSmfwu2-

A&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=9

n Rethinking Memory System Design
q https://www.youtube.com/watch?v=F7xZLNMIY1E&list=PL5Q2soXY2Zi8D_5MG

V6EnXEJHnV2YFBJl&index=3
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https://www.youtube.com/watch%3Fv=kgiZlSOcGFM&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl
https://www.youtube.com/watch%3Fv=kgiZlSOcGFM&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=1
https://www.youtube.com/watch%3Fv=oHqsNbxgdzM&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=7
https://www.youtube.com/watch%3Fv=hPnSmfwu2-A&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=9
https://www.youtube.com/watch%3Fv=F7xZLNMIY1E&list=PL5Q2soXY2Zi8D_5MGV6EnXEJHnV2YFBJl&index=3


Reference Overview Paper I

68

Onur Mutlu, Saugata Ghose, Juan Gomez-Luna, and Rachata Ausavarungnirun,
"Processing Data Where It Makes Sense: Enabling In-Memory 
Computation"
Invited paper in Microprocessors and Microsystems (MICPRO), June 2019.
[arXiv version]

https://arxiv.org/pdf/1903.03988.pdf

https://people.inf.ethz.ch/omutlu/pub/ProcessingDataWhereItMakesSense_micpro19-invited.pdf
https://doi.org/10.1016/j.micpro.2019.01.009
https://arxiv.org/pdf/1903.03988.pdf
https://arxiv.org/pdf/1903.03988.pdf


Reference Overview Paper II

Saugata Ghose, Kevin Hsieh, Amirali Boroumand, Rachata Ausavarungnirun, Onur Mutlu,
"Enabling the Adoption of Processing-in-Memory: Challenges, Mechanisms, 
Future Research Directions"
Invited Book Chapter, to appear in 2018.
[Preliminary arxiv.org version]

69https://arxiv.org/pdf/1802.00320.pdf

https://people.inf.ethz.ch/omutlu/acaces2018.html
https://arxiv.org/pdf/1802.00320.pdf
https://arxiv.org/pdf/1802.00320.pdf


Reference Overview Paper III
n Onur Mutlu and Lavanya Subramanian,

"Research Problems and Opportunities in Memory 
Systems"
Invited Article in Supercomputing Frontiers and Innovations
(SUPERFRI), 2014/2015. 

https://people.inf.ethz.ch/omutlu/pub/memory-systems-research_superfri14.pdf

https://people.inf.ethz.ch/omutlu/pub/memory-systems-research_superfri14.pdf
http://superfri.org/superfri
https://people.inf.ethz.ch/omutlu/pub/memory-systems-research_superfri14.pdf


Reference Overview Paper IV

https://people.inf.ethz.ch/omutlu/pub/rowhammer-and-other-memory-issues_date17.pdf

n Onur Mutlu,
"The RowHammer Problem and Other Issues We May Face as 
Memory Becomes Denser"
Invited Paper in Proceedings of the Design, Automation, and Test in 
Europe Conference (DATE), Lausanne, Switzerland, March 2017. 
[Slides (pptx) (pdf)] 

https://people.inf.ethz.ch/omutlu/pub/rowhammer-and-other-memory-issues_date17.pdf
https://people.inf.ethz.ch/omutlu/pub/rowhammer-and-other-memory-issues_date17.pdf
http://www.date-conference.com/
https://people.inf.ethz.ch/omutlu/pub/onur-Rowhammer-Memory-Security_date17-invited-talk.pptx
https://people.inf.ethz.ch/omutlu/pub/onur-Rowhammer-Memory-Security_date17-invited-talk.pdf


Reference Overview Paper V
n Onur Mutlu,

"Memory Scaling: A Systems Architecture 
Perspective"
Technical talk at MemCon 2013 (MEMCON), Santa Clara, 
CA, August 2013. [Slides (pptx) (pdf)]
[Video] [Coverage on StorageSearch] 

https://people.inf.ethz.ch/omutlu/pub/memory-scaling_memcon13.pdf

https://people.inf.ethz.ch/omutlu/pub/memory-scaling_memcon13.pdf
http://www.memcon.com/
https://people.inf.ethz.ch/omutlu/pub/mutlu_memory-scaling_memcon13_talk.pptx
https://people.inf.ethz.ch/omutlu/pub/mutlu_memory-scaling_memcon13_talk.pdf
http://www.memcon.com/video1.aspx%3Fvfile=2708052590001&federated_f9=61773537001&videoPlayer=999&playerID=61773537001&w=520&h=442&oheight=550
http://www.storagesearch.com/ram-new-thinking.html
https://people.inf.ethz.ch/omutlu/pub/memory-scaling_memcon13.pdf


Reference Overview Paper VI

73https://arxiv.org/pdf/1706.08642

Proceedings of the IEEE, Sept. 2017

https://arxiv.org/pdf/1706.08642


Reference Overview Paper VII
n Onur Mutlu and Jeremie Kim,

"RowHammer: A Retrospective"
IEEE Transactions on Computer-Aided Design of Integrated 
Circuits and Systems (TCAD) Special Issue on Top Picks in 
Hardware and Embedded Security, 2019.
[Preliminary arXiv version]
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https://ieeexplore.ieee.org/xpl/RecentIssue.jsp%3Fpunumber=43
https://arxiv.org/pdf/1904.09724.pdf


Reference Overview Paper VIII

75

Saugata Ghose, Amirali Boroumand, Jeremie S. Kim, Juan Gomez-Luna, and Onur Mutlu,
"Processing-in-Memory: A Workload-Driven Perspective"
Invited Article in IBM Journal of Research & Development, Special Issue on 
Hardware for Artificial Intelligence, to appear in November 2019.
[Preliminary arXiv version]

https://arxiv.org/pdf/1907.12947.pdf

https://arxiv.org/pdf/1907.12947.pdf
https://www.research.ibm.com/journal/
https://arxiv.org/pdf/1907.12947.pdf
https://arxiv.org/pdf/1907.12947.pdf


Reference Overview Paper IX
n Vivek Seshadri and Onur Mutlu,

"In-DRAM Bulk Bitwise Execution Engine"
Invited Book Chapter in Advances in Computers, to appear 
in 2020.
[Preliminary arXiv version]

76

https://arxiv.org/pdf/1905.09822.pdf
https://arxiv.org/pdf/1905.09822.pdf


Related Videos and Course Materials (I)
n Undergraduate Computer Architecture Course Lecture 

Videos (2015, 2014, 2013)
n Undergraduate Computer Architecture Course 

Materials (2015, 2014, 2013)

n Graduate Computer Architecture Course Lecture 
Videos (2018, 2017, 2015, 2013)

n Graduate Computer Architecture Course 
Materials (2018, 2017, 2015, 2013)

n Parallel Computer Architecture Course Materials
(Lecture Videos)
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https://www.youtube.com/playlist%3Flist=PL5PHm2jkkXmi5CxxI7b3JCL1TWybTDtKq
https://www.youtube.com/watch%3Fv=zLP_X4wyHbY&list=PL5PHm2jkkXmi5CxxI7b3JCL1TWybTDtKq
https://www.youtube.com/playlist%3Flist=PL5PHm2jkkXmgFdD9x7RsjQC4a8KQjmUkQ
https://www.youtube.com/watch%3Fv=BJ87rZCGWU0&list=PL5PHm2jkkXmidJOd59REog9jDnPDTG6IJ
http://www.archive.ece.cmu.edu/~ece447/s15/doku.php%3Fid=schedule
http://www.archive.ece.cmu.edu/~ece447/s15/doku.php%3Fid=schedule
http://www.archive.ece.cmu.edu/~ece447/s14/doku.php%3Fid=schedule
http://www.archive.ece.cmu.edu/~ece447/s13/doku.php%3Fid=schedule
https://www.youtube.com/playlist%3Flist=PL5Q2soXY2Zi9OhoVQBXYFIZywZXCPl4M_
https://www.youtube.com/watch%3Fv=g3yH68hAaSk&list=PL5Q2soXY2Zi9JXe3ywQMhylk_d5dI-TM7
https://www.youtube.com/playlist%3Flist=PL5Q2soXY2Zi9OhoVQBXYFIZywZXCPl4M_
https://www.youtube.com/playlist%3Flist=PL5PHm2jkkXmgVhh8CHAu9N76TShJqfYDt
https://www.youtube.com/playlist%3Flist=PL5PHm2jkkXmgDN1PLwOY_tGtUlynnyV6D
https://safari.ethz.ch/architecture/fall2017/doku.php%3Fid=schedule
https://safari.ethz.ch/architecture/fall2018/doku.php%3Fid=schedule
https://safari.ethz.ch/architecture/fall2017/doku.php%3Fid=schedule
http://www.archive.ece.cmu.edu/~ece740/f15/doku.php%3Fid=schedule
http://www.archive.ece.cmu.edu/~ece740/f13/doku.php%3Fid=schedule
http://www.ece.cmu.edu/~ece742/f12/doku.php%3Fid=lectures
https://www.youtube.com/playlist%3Ffeature=edit_ok&list=PLSEZzvupP7hNjq3Tuv2hiE5VvR-WRYoW4


Related Videos and Course Materials (II)
n Freshman Digital Circuits and Computer Architecture 

Course Lecture Videos (2018, 2017)
n Freshman Digital Circuits and Computer Architecture 

Course Materials (2018)

n Memory Systems Short Course Materials
(Lecture Video on Main Memory and DRAM Basics)
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https://www.youtube.com/playlist%3Flist=PL5Q2soXY2Zi-IXWTT7xoNYpst5-zdZQ6y
https://www.youtube.com/playlist%3Flist=PL5Q2soXY2Zi_QedyPWtRmFUJ2F8DdYP7l
https://www.youtube.com/playlist%3Flist=PL5Q2soXY2Zi-IXWTT7xoNYpst5-zdZQ6y
https://safari.ethz.ch/digitaltechnik/spring2018/doku.php%3Fid=schedule
https://safari.ethz.ch/digitaltechnik/spring2018/doku.php%3Fid=schedule
http://users.ece.cmu.edu/~omutlu/acaces2013-memory.html
https://www.youtube.com/watch%3Fv=ZLCy3pG7Rc0


Some Open Source Tools (I)
n Rowhammer – Program to Induce RowHammer Errors

q https://github.com/CMU-SAFARI/rowhammer
n Ramulator – Fast and Extensible DRAM Simulator

q https://github.com/CMU-SAFARI/ramulator
n MemSim – Simple Memory Simulator

q https://github.com/CMU-SAFARI/memsim
n NOCulator – Flexible Network-on-Chip Simulator

q https://github.com/CMU-SAFARI/NOCulator
n SoftMC – FPGA-Based DRAM Testing Infrastructure

q https://github.com/CMU-SAFARI/SoftMC

n Other open-source software from my group
q https://github.com/CMU-SAFARI/
q http://www.ece.cmu.edu/~safari/tools.html
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http://www.ece.cmu.edu/~safari/tools.html


Some Open Source Tools (II)
n MQSim – A Fast Modern SSD Simulator 

q https://github.com/CMU-SAFARI/MQSim
n Mosaic – GPU Simulator Supporting Concurrent Applications

q https://github.com/CMU-SAFARI/Mosaic
n IMPICA – Processing in 3D-Stacked Memory Simulator

q https://github.com/CMU-SAFARI/IMPICA
n SMLA – Detailed 3D-Stacked Memory Simulator

q https://github.com/CMU-SAFARI/SMLA
n HWASim – Simulator for Heterogeneous CPU-HWA Systems

q https://github.com/CMU-SAFARI/HWASim

n Other open-source software from my group
q https://github.com/CMU-SAFARI/
q http://www.ece.cmu.edu/~safari/tools.html
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More Open Source Tools (III)
n A lot more open-source software from my group

q https://github.com/CMU-SAFARI/
q http://www.ece.cmu.edu/~safari/tools.html
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Referenced Papers

n All are available at

https://people.inf.ethz.ch/omutlu/projects.htm

http://scholar.google.com/citations?user=7XyGUGkAAAAJ&hl=en

https://people.inf.ethz.ch/omutlu/acaces2018.html
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Ramulator: A Fast and Extensible 
DRAM Simulator 

[IEEE Comp Arch Letters’15]
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Ramulator Motivation
n DRAM and Memory Controller landscape is changing
n Many new and upcoming standards
n Many new controller designs
n A fast and easy-to-extend simulator is very much needed
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Ramulator
n Provides out-of-the box support for many DRAM standards:

q DDR3/4, LPDDR3/4, GDDR5, WIO1/2, HBM, plus new 
proposals (SALP, AL-DRAM, TLDRAM, RowClone, and SARP)

n ~2.5X faster than fastest open-source simulator
n Modular and extensible to different standards
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Case Study: Comparison of DRAM Standards
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Ramulator Paper and Source Code
n Yoongu Kim, Weikun Yang, and Onur Mutlu,

"Ramulator: A Fast and Extensible DRAM Simulator"
IEEE Computer Architecture Letters (CAL), March 2015. 
[Source Code] 

n Source code is released under the liberal MIT License
q https://github.com/CMU-SAFARI/ramulator
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Optional Assignment
n Review the Ramulator paper

q Email me your review (omutlu@gmail.com) 

n Download and run Ramulator
q Compare DDR3, DDR4, SALP, HBM for the libquantum

benchmark (provided in Ramulator repository)
q Email me your report (omutlu@gmail.com) 

n This will help you get into memory systems research
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Some More Suggested Readings
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Some Key Readings on DRAM (I)
n DRAM Organization and Operation

q Lee et al., “Tiered-Latency DRAM: A Low Latency and Low 
Cost DRAM Architecture,” HPCA 2013.
https://people.inf.ethz.ch/omutlu/pub/tldram_hpca13.pdf

q Kim et al., “A Case for Subarray-Level Parallelism (SALP) in 
DRAM,” ISCA 2012.
https://people.inf.ethz.ch/omutlu/pub/salp-dram_isca12.pdf

q Lee et al., “Simultaneous Multi-Layer Access: Improving 3D-
Stacked Memory Bandwidth at Low Cost,” ACM TACO 2016.
https://people.inf.ethz.ch/omutlu/pub/smla_high-bandwidth-

3d-stacked-memory_taco16.pdf
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Some Key Readings on DRAM (II)
n DRAM Refresh

q Liu et al., “RAIDR: Retention-Aware Intelligent DRAM 
Refresh,” ISCA 2012. 
https://people.inf.ethz.ch/omutlu/pub/raidr-dram-
refresh_isca12.pdf

q Chang et al., “Improving DRAM Performance by Parallelizing 
Refreshes with Accesses,” HPCA 2014.
https://people.inf.ethz.ch/omutlu/pub/dram-access-refresh-

parallelization_hpca14.pdf

q Patel et al., “The Reach Profiler (REAPER): Enabling the 
Mitigation of DRAM Retention Failures via Profiling at 
Aggressive Conditions,” ISCA 2017.
https://people.inf.ethz.ch/omutlu/pub/reaper-dram-retention-
profiling-lpddr4_isca17.pdf
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Reading on Simulating Main Memory
n How to evaluate future main memory systems?
n An open-source simulator and its brief description

n Yoongu Kim, Weikun Yang, and Onur Mutlu,
"Ramulator: A Fast and Extensible DRAM Simulator"
IEEE Computer Architecture Letters (CAL), March 2015. 
[Source Code] 
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Some Key Readings on Memory Control 1
q Mutlu+, “Parallelism-Aware Batch Scheduling: Enhancing both Performance 

and Fairness of Shared DRAM Systems,” ISCA 2008. 
https://people.inf.ethz.ch/omutlu/pub/parbs_isca08.pdf

q Kim et al., “Thread Cluster Memory Scheduling: Exploiting Differences in 
Memory Access Behavior,” MICRO 2010.
https://people.inf.ethz.ch/omutlu/pub/tcm_micro10.pdf

q Subramanian et al., “BLISS: Balancing Performance, Fairness and 
Complexity in Memory Access Scheduling,” TPDS 2016.
https://people.inf.ethz.ch/omutlu/pub/bliss-memory-scheduler_ieee-
tpds16.pdf

q Usui et al., “DASH: Deadline-Aware High-Performance Memory Scheduler 
for Heterogeneous Systems with Hardware Accelerators,” TACO 2016.
https://people.inf.ethz.ch/omutlu/pub/dash_deadline-aware-
heterogeneous-memory-scheduler_taco16.pdf
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Some Key Readings on Memory Control 2
q Ipek+, “Self Optimizing Memory Controllers: A Reinforcement Learning 

Approach,” ISCA 2008. 
https://people.inf.ethz.ch/omutlu/pub/rlmc_isca08.pdf

q Ebrahimi et al., “Fairness via Source Throttling: A Configurable and High-
Performance Fairness Substrate for Multi-Core Memory Systems,” ASPLOS 
2010.
https://people.inf.ethz.ch/omutlu/pub/fst_asplos10.pdf

q Subramanian et al., “The Application Slowdown Model: Quantifying and 
Controlling the Impact of Inter-Application Interference at Shared Caches 
and Main Memory,” MICRO 2015.
https://people.inf.ethz.ch/omutlu/pub/application-slowdown-
model_micro15.pdf

q Lee et al., “Decoupled Direct Memory Access: Isolating CPU and IO Traffic 
by Leveraging a Dual-Data-Port DRAM,” PACT 2015.
https://people.inf.ethz.ch/omutlu/pub/decoupled-dma_pact15.pdf
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More Readings
n To come as we cover the future topics

n Search for “DRAM” or “Memory” in:
q https://people.inf.ethz.ch/omutlu/projects.htm
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