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Samsung Function-in-Memory DRAM (2021)

2https://news.samsung.com/global/samsung-develops-industrys-first-high-bandwidth-memory-with-ai-processing-power

https://news.samsung.com/global/samsung-develops-industrys-first-high-bandwidth-memory-with-ai-processing-power


n HBM stacks DRAM layers and a buffer layer
q The buffer layer contains I/O circuitry, self-test, test/debug

n DRAM layers and buffer layer communicate using Through Silicon 
Vias (TSVs)

Background: High Bandwidth Memory (HBM)

Lee et al., Hardware Architecture and Software Stack for PIM Based on Commercial DRAM Technology, ISCA 2021 3

n The buffer layer is 
connected to a host 
processor via a silicon 
interposer

n 1 HBM2 die comprises 4 
pseudo channels  (pCHs) 
each with 4 bank groups
q An access transfers a 256-

bit data block over 4 64-bit 
bursts over one pCH



FIMDRAM: System Organization (II)
n Design goals: 

q 1. Support DRAM and PIM-DRAM mode for versatility 
q 2. Minimize the engineering cost of redesigning DRAM banks 

and sub-arrays
n Thus, PIM unit at I/O boundary of bank

q 1 PIM unit for each 2 banks 
q 16 16-bit SIMD floating-point units (FPUs) per PIM unit

4Lee et al., Hardware Architecture and Software Stack for PIM Based on Commercial DRAM Technology, ISCA 2021



Samsung AxDIMM (2021)
n DDR5-PIM

q DLRM recommendation system

5

Baseline System

AxDIMM System

Ke et al. "Near-Memory Processing in Action: Accelerating Personalized Recommendation with AxDIMM", IEEE Micro (2021)



PnM with AxDIMM (IEEE Micro 2021)

6https://doi.org/10.1109/MM.2021.3097700



Overview of Recommendation Models 
n Personalized recommendation: recommend content to 

users, e.g., Facebook’s DLRM recommendation system

Dense features: continuous inputs in vectors and matrices 
are processed by typical DNN layers (e.g., fully connected layers)
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Overview of Recommendation Models
n Personalized recommendation: recommend content to 

users, e.g., Facebook’s DLRM recommendation system

Sparse features: for categorical inputs; 
processed by indexing large embedding tables
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Overview of Recommendation Models
n Personalized recommendation: recommend content to 

users, e.g., Facebook’s DLRM recommendation system

Embedding tables are organized as a set of potentially millions of vectors:
lookup and pooling operations represent sparse features learned during training 

and generally exhibit Gather-Reduce pattern,
via Caffe2’s SparseLengths (SLS) operators
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DLRM Performance Characterization
n Identifying key performance bottlenecks for the DLRM system

SparseLengths (SLS) operators:
• Low FP intensity
• Larger batch size:

• Higher memory footprint
• Higher memory intensity

The memory bandwidth can easily be 
saturated by embedding operations 

especially as both the batch size and the 
number of threads increase
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RecNMP Architecture 
n DIMM-based NMP architecture for recommendation systems  

q Multiply the bandwidth by exploiting rank-level parallelism

Ke et al. ”RecNMP: Accelerating personalized recommendation with near-memory processing," ISCA 2020

Embedding entries are fetched from the concurrently activated ranks
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RecNMP Architecture 
n DIMM-based NMP architecture for recommendation systems  

q Multiply the bandwidth by exploiting rank-level parallelism

The NMP PU performs the local embedding lookup and pooling functions
at memory-side, producing the general Gather-Reduce execution pattern

Ke et al. ”RecNMP: Accelerating personalized recommendation with near-memory processing," ISCA 2020 12



RecNMP Architecture 
n DIMM-based NMP architecture for recommendation systems  

q Multiply the bandwidth by exploiting rank-level parallelism

Element-wise summation of the embedding entries is performed inside the 
NMP PU, and the final pooling result is transferred back to host

Ke et al. ”RecNMP: Accelerating personalized recommendation with near-memory processing," ISCA 2020 13



AxDIMM Design: Overview
n Accelerator DIMM (AxDIMM)

q DDR4-compatible FPGA-based platform with standard memory 
interfaces

n AxDIMM can potentially
q support both in-order general-purpose processor and 

specialized accelerator modules
q be an ideal prototyping platform for near-memory processing

n RecNMP case study, including:
q hardware implementation
q software-stack support 

14



AxDIMM System
Baseline System AxDIMM System

FPGA: Xilinx XCZU19EG FPGA

System was slowed down (1/3 of normal DDR4 memory channel speedup; CPU went from 3.2 GHz to 1.2 GHz) to keep up with the FPGA IO speed
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AxDIMM Design: Hardware Architecture

FPGA board with standard DIMM interface:
It serves as a real-system 

near-memory processing implementation
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AxDIMM Design: Hardware Architecture

Rank-level parallelism:
Two DRAM ranks are activated in parallel 
to load embedding entries from memory

Element-wise summation 
is performed inside the FPGA module
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AxDIMM Design: Hardware Architecture

DDR4 slave PHY receives DRAM commands and NMP instructions 
(via DQ pins) from the host side 
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AxDIMM Design: Hardware Architecture

The memory interface generator (MIG) supports the internal rank accesses 
between Rank-NMP and the DRAM device

19



AxDIMM Design: Hardware Architecture

Two execution modes:
(1) non-acceleration mode

(2) acceleration mode (blocking)
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AxDIMM Design: Hardware Architecture

NMP offloading is done 
via 64-bit read/write operations 

from the host processor
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AxDIMM Design: Hardware Architecture

256-KB NMP instruction buffer
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AxDIMM Design: Hardware Architecture

256-KB partial sum buffer: 
It stores intermediate values for embedding pooling operations 
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AxDIMM Design: Hardware Architecture

Instruction decoder loads and decodes 
NMP instructions from the instruction buffer
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AxDIMM Design: Hardware Architecture

Command generator issues 
read commands to DRAM ranks and Psum buffer

(64 bytes from each in 1 cycle)
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AxDIMM Design: Hardware Architecture

16 FP32 adders perform 
vector element-wise summation
of the loaded embedding entry 

and the PSUM vector 
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AxDIMM Design: Address Map

27

n Memory map of AxDIMM



AxDIMM Design: Execution Flow
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AxDIMM Design: Execution Flow
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AxDIMM Design: Execution Flow
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AxDIMM Design: Execution Flow
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PnM with AxDIMM (IEEE Micro 2021)

32https://doi.org/10.1109/MM.2021.3097700



More Real-World PIM to Come

33https://blocksandfiles.com/2021/10/06/neurobladers-build-a-processing-in-memory-analytics-chip-and-server/
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NeuroBlade Patent (I)

34Sity et al., “Memory-based Distributed Processor Architecture,” US 10,762,034 B2



NeuroBlade Patent (II)

35Sity et al., “Memory-based Distributed Processor Architecture,” US 10,762,034 B2



Similarities and Differences among Current PIM Systems

n Similarities

q Current real-world processing-in-memory architectures follow a 

processing-near-memory approach

n Differences

q Near-bank (UPMEM, FIMDRAM) vs. near-chip (AxDIMM)

q General-purpose (UPMEM) vs. special-function (FIMDRAM)

q FGMT (UPMEM) vs. SIMD (FIMDRAM, AxDIMM)

q Natively integer (UPMEM) vs. floating point (FIMDRAM)

n FP16 (FIMDRAM) vs. FP32 (AxDIMM)

q DDR4 (UPMEM) vs. HBM2 (FIMDRAM) vs. DDR5 (AxDIMM)

36



Processing-using-Memory in Real DRAM Chips

37https://parallel.princeton.edu/papers/micro19-gao.pdf
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SoftMC: Open Source DRAM Infrastructure

n Hasan Hassan et al., “SoftMC: 
A Flexible and Practical 
Open-Source Infrastructure 
for Enabling Experimental 
DRAM Studies,” HPCA 2017

n Flexible
n Easy to Use (C++ API)
n Open-source 

github.com/CMU-SAFARI/SoftMC 

38

https://people.inf.ethz.ch/omutlu/pub/softMC_hpca17.pdf


RowClone & Bitwise Ops in Real DRAM Chips

39https://parallel.princeton.edu/papers/micro19-gao.pdf

https://parallel.princeton.edu/papers/micro19-gao.pdf


Row Copy in ComputeDRAM

40

Bitline is	above	
VDD/2	when	R2	is	

activated.



Bitwise AND in ComputeDRAM

41

T1	very	short
Sense	amps	are	not	

activated

T2	very	short
PRE	cannot	close	R1

R3	will	appear	on	the	address	bus
ACT(R2)	will	activate	R3	and	R2



Experimental Methodology (I)
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Experimental Methodology (II)

43

32 DDR3	Modules
~256 DRAM	Chips



Proof of Concept (I)
n How they test these memory modules:

q Vary T1 and T2, observe what happens.

SoftMC Experiment
1. Select a random subarray
2. Fill subarray with random data
3. Issue ACT-PRE-ACTs with given T1 & T2
4. Read out subarray
5. Find out how many columns in a row support either operation

q Row-wise success ratio

44



Proof of Concept (II)

45

n Each grid represents the success ratio of operations for a 
specific DDR3 module.



Processing-using-Memory in Real DRAM Chips

46https://parallel.princeton.edu/papers/micro19-gao.pdf

https://parallel.princeton.edu/papers/micro19-gao.pdf


PnM and PuM Working Synergistically
n Maciej Besta, Raghavendra Kanakagiri, Grzegorz Kwasniewski, Rachata Ausavarungnirun, 

Jakub Beránek, Konstantinos Kanellopoulos, Kacper Janda, Zur Vonarburg-Shmaria, 
Lukas Gianinazzi, Ioana Stefan, Juan Gómez-Luna, Marcin Copik, Lukas Kapp-Schwoerer, 
Salvatore Di Girolamo, Nils Blach, Marek Konieczny, Onur Mutlu, and Torsten Hoefler,
"SISA: Set-Centric Instruction Set Architecture for Graph Mining on 
Processing-in-Memory Systems"
Proceedings of the 54th International Symposium on Microarchitecture (MICRO), 
Virtual, October 2021. [Older arXiv version]

47

http://www.microarch.org/micro54/
https://arxiv.org/abs/2104.07582


Upcoming Lectures
n End-to-end PuM system integration

n Workload characterization for PIM suitability

n Programming an UPMEM-based PIM system

48
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