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PIM Becomes Real

2

n UPMEM, founded in January 2015, 
announces the first real-world PIM 
architecture in 2016

n UPMEM’s PIM-enabled DIMMs start 
getting commercialized in 2019

n In early 2021, Samsung announces 
FIMDRAM at ISSCC conference

n Samsung’s LP-DDR5 and DIMM-
based PIM announced a few 
months later

n In early 2022, SK Hynix announces 
AiM at ISSCC conference

https://www.eenewsautomotive.com/news/startup-plans-embed-processors-dram-0#



Samsung Function-in-Memory DRAM (2021)

3https://news.samsung.com/global/samsung-develops-industrys-first-high-bandwidth-memory-with-ai-processing-power

https://news.samsung.com/global/samsung-develops-industrys-first-high-bandwidth-memory-with-ai-processing-power


SK Hynix Accelerator-in-Memory (2022)

4https://news.skhynix.com/sk-hynix-develops-pim-next-generation-ai-accelerator/

https://news.skhynix.com/sk-hynix-develops-pim-next-generation-ai-accelerator/


UPMEM Processing-in-DRAM Engine (2019)

5

n Processing in DRAM Engine 
n Includes standard DIMM modules, with a large 

number of DPU processors combined with DRAM chips.

n Replaces standard DIMMs
q DDR4 R-DIMM modules

n 8GB+128 DPUs (16 PIM chips)
n Standard 2x-nm DRAM process

q Large amounts of compute & memory bandwidth

https://www.anandtech.com/show/14750/hot-chips-31-analysis-inmemory-processing-by-upmem
https://www.upmem.com/video-upmem-presenting-its-true-processing-in-memory-solution-hot-chips-2019/

CPU
(x86, ARM, RV…)

DDR
Data bus

https://www.anandtech.com/show/14750/hot-chips-31-analysis-inmemory-processing-by-upmem
https://www.upmem.com/video-upmem-presenting-its-true-processing-in-memory-solution-hot-chips-2019/


Samsung Function-in-Memory DRAM (2021)
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Samsung Function-in-Memory DRAM (2021)
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Samsung AxDIMM (2021)
n DIMM-based PIM

q DLRM recommendation system

8

Baseline System

AxDIMM System

Ke et al. "Near-Memory Processing in Action: Accelerating Personalized Recommendation with AxDIMM", IEEE Micro (2021)



UPMEM PIM
Microarchitecture and ISA
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UPMEM DIMMs
• E19: 8 chips/DIMM (1 rank). DPUs @ 267 MHz
• P21: 16 chips/DIMM (2 ranks). DPUs @ 350-425 MHz

www.upmem.com

http://www.upmem.com/
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PIM’s Promises

F. Devaux, "The true Processing In Memory accelerator," HotChips 2019. doi: 10.1109/HOTCHIPS.2019.8875680
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Technology Challenges

F. Devaux, "The true Processing In Memory accelerator," HotChips 2019. doi: 10.1109/HOTCHIPS.2019.8875680
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UPMEM Patent

Fabrice Devaux, Jean-François Roy. “Memory circuit with integrated processor.” US 10,324,870 B2.
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Accelerator Model (I)
• UPMEM DIMMs coexist with conventional DIMMs

• Integration of UPMEM DIMMs in a system follows an 
accelerator model

• UPMEM DIMMs can be seen as a loosely coupled 
accelerator
- Explicit data movement between the main processor (host 

CPU) and the accelerator (UPMEM)
- Explicit kernel launch onto the UPMEM processors

• This resembles GPU computing



GPU Computing
n Computation is offloaded to the GPU
n Three steps

q CPU-GPU data transfer (1)
q GPU kernel execution (2)
q GPU-CPU data transfer (3)

CPU 
memory

CPU 
cores Matrix

GPU 
memory

GPU 
coresMatrix

1

3

2

15https://www.youtube.com/watch?v=y40-tY5WJ8A
https://safari.ethz.ch/digitaltechnik/spring2018/lib/exe/fetch.php?media=digitaldesign-2018-lecture22-gpuprogramming-afterlecture.pdf

https://www.youtube.com/watch?v=y40-tY5WJ8A
https://safari.ethz.ch/digitaltechnik/spring2018/lib/exe/fetch.php?media=digitaldesign-2018-lecture22-gpuprogramming-afterlecture.pdf


Lecture on GPU Programming

16https://www.youtube.com/watch?v=y40-tY5WJ8A



Heterogeneous Systems Course (Fall 2021)

https://safari.ethz.ch/projects_and_seminars/fall2021/doku.php?id
=heterogeneous_systems

https://youtube.com/playlist?list=PL5Q2soXY2Zi_OwkTgEyA6tk3UsoPBH737

n Short weekly lectures
n Hands-on projects

17

https://safari.ethz.ch/projects_and_seminars/fall2021/doku.php?id=heterogeneous_systems
https://youtube.com/playlist?list=PL5Q2soXY2Zi_OwkTgEyA6tk3UsoPBH737
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Accelerator Model (II)
• FIG. 6 is a flow diagram representing operations in a method of delegating a 

processing task to a DRAM processor according to an example embodiment

Fabrice Devaux, Jean-François Roy. “Memory circuit with integrated processor.” US 10,324,870 B2.
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System Organization (I)
• FIG. 1 schematically illustrates a computing system comprising DRAM circuits 

having integrated processors according to an example embodiment

Fabrice Devaux, Jean-François Roy. “Memory circuit with integrated processor.” US 10,324,870 B2.
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System Organization (II)
• In a UPMEM-based PIM system UPMEM DIMMs coexist 

with regular DDR4 DIMMs
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System Organization (III)
• A UPMEM DIMM contains 8 or 16 chips

- Thus, 1 or 2 ranks of 8 chips each

• Inside each PIM chip there are:
- 8 64MB banks per chip: Main RAM (MRAM) banks
- 8 DRAM Processing Units (DPUs) in each chip, 64 DPUs per 

rank
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2,560-DPU System (I)
• UPMEM-based PIM 

system with 20 UPMEM 
DIMMs of 16 chips each 
(40 ranks)
- P21 DIMMs
- Dual x86 socket

• UPMEM DIMMs
coexist with regular 
DDR4 DIMMs

• 2 memory 
controllers/socket (3 
channels each)

• 2 conventional DDR4 
DIMMs on one 
channel of one 
controller

2560 DPUs*

* There are 4 faulty DPUs in the system that we use in our experiments. Thus, the maximum number of DPUs we can use is 2,556.

160 GB
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2,560-DPU System (II)
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640-DPU System
• UPMEM-based PIM 

system with 10 UPMEM 
DIMMs of 8 chips each 
(10 ranks)
- E19 DIMMs
- x86 socket

• 2 memory controllers 
(3 channels each)

• 2 conventional DDR4 
DIMMs on one 
channel of one 
controller
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DPU Sharing? Security Implications?
• DPUs cannot be shared across multiple CPU processes

- There are so many DPUs in the system that there is no need 
for sharing

• According to UPMEM, this assumption makes things 
simpler
- No need for OS
- Simplified security implications: No side channels
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Vector Addition (VA)
• Our first programming example
• We partition the input arrays across:

- DPUs
- Tasklets, i.e., software threads running on a DPU

A[0] A[1] A[N-1]

B[0] B[1] B[N-1]

C[0] C[1] C[N-1]

DPU 0 DPU 1 DPU 2 DPU 3

Tasklet
0

Tasklet
1

Tasklet
0

Tasklet
1

Tasklet
0

Tasklet
1

Tasklet
0

Tasklet
1
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CPU-DPU/DPU-CPU Data Transfers
• CPU-DPU and DPU-CPU transfers

- Between host CPU’s main memory and DPUs’ MRAM banks

• Serial CPU-DPU/DPU-CPU transfers: 
- A single DPU (i.e., 1 MRAM bank)

• Parallel CPU-DPU/DPU-CPU transfers: 
- Multiple DPUs (i.e., many MRAM banks)

• Broadcast CPU-DPU transfers: 
- Multiple DPUs with a single buffer
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Inter-DPU Communication
• There is no direct communication channel between DPUs

• Inter-DPU communication takes places via the host CPU using CPU-DPU 
and DPU-CPU transfers

• Example communication patterns:
- Merging of partial results to obtain the final result

• Only DPU-CPU transfers
- Redistribution of intermediate results for further computation

• DPU-CPU transfers and CPU-DPU transfers
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DRAM Processing Unit (I)
• FIG. 4 schematically illustrates part of the computing system of FIG. 1 in more 

detail according to an example embodiment

Fabrice Devaux, Jean-François Roy. “Memory circuit with integrated processor.” US 10,324,870 B2.
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DRAM Processing Unit (II)
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DPU Pipeline
• In-order pipeline

- Up to 425 MHz 

• Fine-grain multithreaded
- 24 hardware threads

• 14 pipeline stages
- DISPATCH: Thread selection
- FETCH: Instruction fetch
- READOP: Register file
- FORMAT: Operand formatting
- ALU: Operation and WRAM
- MERGE: Result formatting
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Fine-Grained Multithreading

32



Fine-Grained Multithreading
n Idea: Hardware has multiple thread contexts (PC+registers). 

Each cycle, fetch engine fetches from a different thread.
q By the time the fetched branch/instruction resolves, no 

instruction is fetched from the same thread
q Branch/instruction resolution latency overlapped with execution 

of other threads’ instructions

+ No logic needed for handling control and
data dependences within a thread 

-- Single thread performance suffers 
-- Extra logic for keeping thread contexts
-- Does not overlap latency if not enough 

threads to cover the whole pipeline
33



Fine-Grained Multithreading (II)
n Idea: Switch to another thread every cycle such that no two 

instructions from a thread are in the pipeline concurrently

n Tolerates the control and data dependence latencies by 
overlapping the latency with useful work from other threads

n Improves pipeline utilization by taking advantage of multiple 
threads

n Thornton, “Parallel Operation in the Control Data 6600,” AFIPS 
1964.

n Smith, “A pipelined, shared resource MIMD computer,” ICPP 1978.

34



Lecture on Fine-Grained Multithreading

35https://www.youtube.com/watch?v=6e5KZcCGBYw&list=PL5Q2soXY2Zi_uej3aY39YB5pfW4SJ7LlN&index=16



Lectures on Fine-Grained Multithreading
n Digital Design & Computer Architecture, Spring 2021, Lecture 14

q Pipelined Processor Design (ETH, Spring 2021)
q https://www.youtube.com/watch?v=6e5KZcCGBYw&list=PL5Q2soXY2Zi_uej3aY39Y
B5pfW4SJ7LlN&index=16

n Digital Design & Computer Architecture, Spring 2020, Lecture 18c
q Fine-Grained Multithreading (ETH, Spring 2020)
q https://www.youtube.com/watch?v=bu5dxKTvQVs&list=PL5Q2soXY2Zi_FRrloMa2fU
YWPGiZUBQo2&index=26

36https://www.youtube.com/onurmutlulectures

https://www.youtube.com/watch?v=6e5KZcCGBYw&list=PL5Q2soXY2Zi_uej3aY39YB5pfW4SJ7LlN&index=16
https://www.youtube.com/watch?v=bu5dxKTvQVs&list=PL5Q2soXY2Zi_FRrloMa2fUYWPGiZUBQo2&index=26
https://www.youtube.com/onurmutlulectures
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DPU Pipeline
• In-order pipeline

- Up to 350 MHz 

• Fine-grain multithreaded
- 24 hardware threads

• 14 pipeline stages
- DISPATCH: Thread selection
- FETCH: Instruction fetch
- READOP: Register file
- FORMAT: Operand formatting
- ALU: Operation and WRAM
- MERGE: Result formatting
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DPU Instruction Set Architecture
• Specific 32-bit ISA

- Aiming at scalar, in-
order, and 
multithreaded 
implementation

- Allowing compilation 
of 64-bit C code

- LLVM/Clang compiler

https://sdk.upmem.com/2021.2.0/201_IS.html#
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Microbenchmark for INT32 ADD Throughput
C-
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1  #define SIZE 256
2  int* bufferA = mem_alloc(SIZE * sizeof(int));
3  for(int i = 0; i < SIZE; i++){
4      int temp = bufferA[i];
5      temp += scalar;
6      bufferA[i] = temp;
7  }

1   move r2, 0
2 .LBB0_1: // Loop header
3   lsl_add r3, r0, r2, 2 // Address calculation
4   lw r4, r3, 0 // Load from WRAM
5   add r4, r4, r1 // Add
6   sw r3, 0, r4 // Store to WRAM
7   add r2, r2, 1 // Index update
8   jneq r2, 256, .LBB0_1 // Conditional jump
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Arithmetic Throughput: #Instructions
• Compiler explorer: https://dpu.dev

6 instructions in the 32-bit ADD/SUB microbenchmark
7 instructions in the 64-bit ADD/SUB microbenchmark

https://dpu.dev/
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DPU: WRAM Bandwidth
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DPU: MRAM Latency and Bandwidth
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DPU: Arithmetic Throughput vs. Operational Intensity
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Upcoming Lectures
n Microbenchmarking of the UPMEM DPU

q Compute throughput

q MRAM and WRAM bandwidth

q Arithmetic intensity versus compute throughput

n Programming an UPMEM-based PIM system

n Introduction to Samsung’s and SK Hynix’s PIM devices

44



Experimental Analysis of the UPMEM PIM Engine

https://arxiv.org/pdf/2105.03814.pdf 45

https://arxiv.org/pdf/2105.03814.pdf


Understanding a Modern PIM Architecture

46https://www.youtube.com/watch?v=D8Hjy2iU9l4&list=PL5Q2soXY2Zi_tOTAYm--dYByNPL7JhwR9

https://www.youtube.com/watch?v=D8Hjy2iU9l4&list=PL5Q2soXY2Zi_tOTAYm--dYByNPL7JhwR9


Dr. Juan Gómez Luna
Prof. Onur Mutlu

ETH Zürich
Spring 2022

17 March 2022

P&S Processing-in-Memory
Real-World Processing-in-Memory Architectures: 

UPMEM PIM Architecture


